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Chapter 1

Introduction

The whole story begins in 1839, when the naturally occurring mineral CaTiO3 was

discovered in the Ural Mountains by German geologist Gustav Rose. The name

perovskite was given for CaTiO3 in honour of the eminent Russian mineralogist Lev

Alexevich von Perovski. However, nowadays the perovskite crystals are associated

with a vast family of crystalline ceramics which structures are based on that

of CaTiO3 [1, 2]. To a surprise of many, the following family comprises several

compounds that are thought to be the main constituents of the Earth’s lower

mantle [3].

Perovskite-structured oxides are represented by the general formula ABO3, in

which A elements can be rare earth, alkaline earth, alkali, and other large ions,

whereas B elements can be 3d, 4d, and 5d transition metal ions [4]. These materi-

als have attracted and challenged the interest and curiosity of scientific community

for many decades due to the enormous variety of complex phenomena — from fer-

roelectricity, ferromagnetism, and piezoelectricity up to insulator-to-metal tran-

sition, weak ferromagnetism, colossal magnetoresistance, and superconductivity

— arising from the subtle coupling between structural, electronic, and magnetic

degrees of freedom [5–7]. Needless to say, the perovskite oxides have already found

their applications in numerous technological areas such as electrochemistry, het-

erogeneous catalysis, and modern solid-sate electronics, thereby paving the way

for novel solutions in different sectors of emerging sciences [1, 8].

Among the diverse family of perovskite oxides, LaNiO3 is a rare example char-

acterized by paramagnetic metallic behaviour down to the lowest temperatures

and being structurally compatible with many functional layers [9, 10]. For a long

time, the technological interest in this nickelate has been limited to the develop-

ment of highly conductive bottom electrodes for various ferroelectric thin film de-

vices [11–13]. But recently, the enthusiasm was renewed by experimental recogni-

tion of electric-field tunable metal-to-insulator transition and theoretical findings
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that heterostructures and superlattices composed of thin LaNiO3 layers separated

by wide-gap insulators could possibly exhibit high-temperature superconductiv-

ity [14–16]. Of course, the fact that the hunt for novel superconducting materials

is at the vanguard of condensed matter physics research sheds a new light on the

outlook of LaNiO3, but on the other hand, it does not automatically mean that

the bulk properties of this oxide are already fully explored. One can find that in

a variety of theoretical studies [17–20] based on conventional density functional

theory (DFT) and beyond-DFT techniques the electronic structure of LaNiO3 has

been merely analysed for its valence band rather than as a whole made of valence

and core states. Since electrons in perovskites can exhibit strongly pronounced

localized and delocalized characters, the proper methods for describing valence

and core states may significantly differ and therefore provide some useful insights

into the electronic structure. In addition, the comprehensive analysis of chemi-

cal bonding and importance of relativistic effects should also be reconsidered and

taken into account in order to deepen the knowledge of physics that lies behind

LaNiO3.

Similar to LaNiO3, SrRuO3 is another well-known perovskite oxide possess-

ing many beneficial properties. This conducting ferromagnetic ruthenate with

the Curie temperature of 160 K [21] is a material of uncommon scientific in-

terest due to its outstanding electrical, magnetic, and thermal properties, high

resistant to chemical solutions, and low lattice mismatch with plenty of func-

tional oxides [22–24]. In recent years, SrRuO3 has become the most popular

epitaxial electrode for complex oxide heterostructures and has been utilized in

ferroelectrics, Schottky junctions, magnetocalorics, and magnetoelectrics [25–28].

Moreover, it has attracted the attention of superconductor and spintronics com-

munities [23, 29, 30]. Reflecting this broad interest, about 1000 papers spanning

the physics, materials science, and applications of SrRuO3 have been published

over the last two decades. But, despite all that has been learned, a thorough

understanding of SrRuO3 is still lacking.

Some of the most important open questions in the physics of SrRuO3 are

its degree of electron correlation and what factors control it. Due to the highly

extended nature of Ru 4d orbitals, it is natural to expect that electron correlation
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effects in ruthenates should be weak. However, in the literature there are several

studies [31–33] — in contrast to some others [34–36] — indicating the presence of

strong electron correlation in SrRuO3. Being essentially based on photoemission

spectroscopy observation of the incoherent part of the spectrum dominating over

the coherent one, this phenomenon prevents from reaching the general consensus

on the microscopic origin of the physical properties of SrRuO3. This is because

it is widely assumed that the coherent feature at the Fermi level (EF) basically

represents the extended states of Ru 4d orbitals, whereas the incoherent feature at

1.2–1.5 eV below EF should be attributed to the presence of the localized electronic

states and therefore taken as a direct evidence of the manifestation of strong

electron correlation effects. Although various theoretical methods [37–39] were

applied to reproduce experimental findings, the electronic structure of SrRuO3 has

not been completely elucidated due to different, and in some cases contrasting,

conclusions.

Concerning the crystalline structure of SrRuO3, it should be noted that calcu-

lations available so far were done at its orthorhombic and cubic phases1 using stan-

dard DFT approaches [37,39,41,42]. A recent work [43] also includes revised DFT

functionals together with several combinations of their hybrid schemes, but despite

that, it is somehow surprising that in the literature scarcely any first-principles

calculations of tetragonal SrRuO3 have been reported to date. Even more in-

triguingly, one can hardly find any theoretical or experimental investigation on

the elastic properties of SrRuO3, except for several polycrystalline measurements

for the orthorhombic phase at its paramagnetic configuration [44–46]. Having in

mind that high-temperature tetragonal phase has been recently stabilized at am-

bient conditions by tensile strain and introduction of oxygen vacancies [47–50], the

deep knowledge of structural parameters, elastic features, and mechanical stability

becomes highly necessary for both technological and fundamental reasons.

From all that has been stated above, it is clear that, for one reason or another,

the investigation of LaNiO3 and SrRuO3 is far from over allowing us to contribute

by solving the questions under debate and raising the new ones.

1Upon heating, SrRuO3 undergoes a series of phase transformations: orthorhombic
820 K−−−−→

tetragonal
950 K−−−−→ cubic [40].
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1.1 The Main Goal and Tasks of the Study

The main goal of the present study is to systematically investigate the electronic

and crystalline structure of LaNiO3 and SrRuO3 by combining the most appro-

priate theoretical tools and available experimental data. To be more specific, for

LaNiO3 more focus is placed on the electronic structure of the core states, rela-

tivistic effects, and chemical bonding, whereas for SrRuO3 more emphasis is put

on the coherent and incoherent features of the binding energy spectrum, introduc-

tion of vacancies, and elasticity. Thus, in order to achieve this goal, the following

tasks are to be done:

• Perform full geometry optimization and make a thorough analysis on ob-

tained structural parameters to find out the exchange-correlation functionals

that best simulate the low-temperature experimental data.

• Calculate the density of states to reproduce and identify the spectral peaks

at the core and valence bands of LaNiO3.

• Carry out the Mulliken population analysis and visualize the electron density

difference map to determine the chemical bonding in LaNiO3.

• Calculate the density of states and evaluate the impact of coherent and

incoherent features in low-energy and high-energy photoemission spectra of

SrRuO3.

• Determine the role of oxygen vacancies for the manifestation of strong elec-

tron correlation effects in SrRuO3.

• Evaluate single-crystal elastic constants, macroscopic elastic parameters,

and mechanical stability of SrRuO3.

1.2 Scientific Novelty and Relevance

For LaNiO3, it is shown that hybrid functionals substantially improve the de-

scription of the binding energy peak positions in the core region thus allowing to
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reproduce the experiment without the usage of more sophisticated and computa-

tionally demanding methods. What is more, the inclusion of spin-orbit interaction

enables to correctly distinguish the contribution of O 2s and La 5p states to the

spectrum, whereas the complete picture of chemical bonding is determined from

the combination of mutually consistent electron density difference map, Mulliken

population analysis, and hybridization of corresponding orbitals.

For SrRuO3, it is demonstrated that revised functionals effectively improve

the description of the crystalline structure mostly due to the modification of a

single parameter in exchange. Concerning the electronic structure, a strong proof

that SrRuO3 does not naturally possess different electronic states at its bulk and

surface is provided. In addition, it is revealed that the incoherent feature which

experimentally manifests itself as a broad shoulder at 1.2–1.5 eV below EF could

be due to the finite admixture of O 2p states and the asymmetric shape of the

coherent Ru 4d peak at EF. Moreover, the influence of introduction of oxygen

vacancies on the binding energy spectrum implies that oxygen vacancies might

be responsible for what was previously attributed to the strong electron correla-

tion effects in stoichiometric specimens. Concerning the elasticity, single-crystal

elastic constants and macroscopic elastic parameters calculated using a variety

of functionals at least partially fill the existing gap of knowledge. The discovery

of mechanical instability of tetragonal SrRuO3 and isosymmetric phase transition

of orthorhombic SrRuO3 raises new questions about the fundamental nature and

technological applications of this material.

1.3 Statements Presented for the Defence

1. DFT approximations and their hybrid schemes applied for the different re-

gions of the binding energy spectrum allow to accurately simulate the essen-

tial photoemission results of LaNiO3. Yet, the correct identification of the

peaks in the core region requires relativistic treatment, namely, the inclusion

of spin-orbit interaction.

2. SrRuO3 is a weakly correlated material with a clearly expressed coherent

Ru 4d peak at the Fermi level. An introduction of oxygen vacancies into
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SrRuO3 reproduces the previously observed strong spectral weight transfer

from coherent to incoherent feature.

3. Tetragonal SrRuO3 is mechanically unstable at zero temperature and pres-

sure conditions. The structural transformation that is related to the tran-

sition to energetically lower states is an abrupt reorientation of RuO6 octa-

hedra around x and z axes.

4. Under C44 related shear deformation, orthorhombic SrRuO3 undergoes an

isosymmetric phase transition at the critical strain values of ∼ ±0.02. The

structural transformation which is associated with the following behaviour

is a strongly pronounced rotation of RuO6 octahedra around z axis.

1.4 Author’s Contribution and Approbation of

the Results

The author has performed the theoretical calculations, analysed the obtained data,

and together with co-authors prepared the publications.

The results were published in 4 scientific papers:

1. Š. Masys, S. Mickevičius, S. Grebinskij, and V. Jonauskas, “Electronic struc-

ture of LaNiO3−x thin films studied by x-ray photoelectron spectroscopy and

density functional theory,” Phys. Rev. B 82, 165120 (2010).

2. S. Grebinskij, Š. Masys, S. Mickevičius, V. Lisauskas, and V. Jonauskas,

“Ab initio and photoemission study of correlation effects in SrRuO3 thin

films,” Phys. Rev. B 87, 035106 (2013).

3. Š. Masys, V. Jonauskas, S. Grebinskij, S. Mickevičius, V. Pakštas, and M.

Senulis, “Theoretical and experimental study of non-stoichiometric SrRuO3:

A role of oxygen vacancies in electron correlation effects,” Lith. J. Phys. 53,

150 (2013).

4. Š. Masys and V. Jonauskas, “A first-principles study of structural and elastic

properties of bulk SrRuO3,” J. Chem. Phys. 139, 224705 (2013).
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The results were presented at 4 scientific conferences:

1. Š. Masys, V. Jonauskas, S. Mickevičius, and S. Grebinskij, “Electronic struc-

ture of LaNiO3−x thin films: X-ray photoelectron spectroscopy and theoret-

ical study,” Radiation Interaction with Material and Its Use in Technologies

2010: 3rd International Conference, Kaunas, Lithuania, 20–23 September,

2010: Program and Materials, p. 129–132.

2. Š. Masys, V. Jonauskas, E. Baškys, S. Mickevičius, and S. Grebinskij, “Ex-

perimental and ab initio study on valence-band structure of SrRuO3,” Ra-

diation Interaction with Material and Its Use in Technologies 2012: 4th

International Conference, Kaunas, Lithuania, 14–17 May, 2012: Program

and Materials, p. 593–596.

3. Š. Masys and V. Jonauskas, “Elastic properties of perovskite SrRuO3: An

employment of revised density functional for solids,” Solid State Chem-

istry 2012: 10th International Conference, Pardubice, Czech Republic, 10–14

June, 2012: Book of Abstracts, p. 175.

4. Š. Masys and V. Jonauskas, “Ortorombinės SrRuO3 fazės elastinės savybės

[Elastic properties of orthorhombic phase of SrRuO3],” 40-oji Lietuvos na-

cionalinė fizikos konferencija: programa ir pranešimų tezės, Vilnius, 2013 m.

birželio 10–12 d., p. 61.
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Chapter 2

Review of Density Functional Theory

“I think I can safely say that nobody understands quantum mechanics.”

Richard P. Feynman

2.1 Introduction

Density functional theory (DFT) has had a major impact on electronic-structure

calculations by giving a sounder theoretical basis than they ever had before [51].

Over the past twenty years, this theory has turned to one of the most efficient and

widely used tools in molecular quantum chemistry as well as solid-state physics

[52], providing useful predictions for atoms, molecules (including biomolecules),

nanostructures, solids, and solid surfaces [53]. Moreover, the combination of DFT

with new and powerful linearized methods for solving self-consistent single-particle

Schrödinger-like equations has led to an outburst of electronic-structure works

in condensed matter physics. The striking success of DFT has come despite

the complaints about arbitrary parametrization of potentials and gripes about

the absence of a universal principle (other than comparison with experiment)

that can guide improvements in the way the variational principle has led the

development of wavefunction-based methods [54]. Naturally, a great part of the

following success lies in the fact that DFT-based calculations have the advantage

of a significant economy of computational resources compared with calculations

of a many-body wavefunction.1 DFT simply avoids the problem of calculating

the many-electron ground-state wavefunction. Instead, ground-state properties

— such as total energies, lattice constants, and magnetic moments — are directly

1This is certainly the case for the approximations of exchange-correlation functional, however,
this is not necessarily true for the exact form of it. One should not rule out the possibility that
the exact form of exchange-correlation functional might be rather complicated and thus much
more computationally demanding [55].
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expressed in terms of the electron density2 n(r), which in a given state determines

the probability of finding any of the N electrons3 within the volume element d3r

at point r:

n(r) = N

∫

. . .

∫

|Ψ(x,x2, . . . ,xN)|2dsd3x2 . . . d3xN . (2.1)

Here, Ψ(x,x2, . . . ,xN ) ≡ Ψ(x1,x2, . . . ,xN) denotes a wavefunction for an N -

electron system and notation (x ≡ r, s) stands for the set of spatial and spin

coordinates. Generally, n(r) is a non-negative function of only the three spatial

variables which vanishes at infinity and integrates to the total number of electrons:

∫

n(r)d3r = N. (2.2)

It is obvious that while the complexity of a wavefunction increases with the number

of electrons, the electron density has the same number of variables, independently

of the system size [55]. Therefore, n(r) is a simpler quantity to deal with both

conceptually and practically. Besides, electron density is an observable and can be

measured experimentally — in contrast to the elusive and somewhat mysterious

nature of the wavefunction [54].

2.2 The Basics

The strengths of a modern DFT are practicality, universality, and a sound theo-

retical foundation [53] — the Hohenberg-Kohn (HK) theorems [57] and the Kohn-

Sham (KS) equations [58]. Within the adiabatic approximation, the Hamiltonian

of the system with M nuclei and N electrons can be described:4

Ĥ = −1

2

N
∑

i=1

∇2
i +

N
∑

i=1

N
∑

i<j

1

|ri − rj|
−

N
∑

i=1

M
∑

A=1

ZA

|RA − ri|
+

M
∑

A=1

M
∑

A<B

ZAZB

|RA −RB|
,

(2.3)

2Strictly speaking, n(r) is a probability density, but calling it electron or one-electron density
is a common practice [56].

3We are interested in probability of finding the electron with any spin. See Appendix B for
details.

4Time-independent, non-relativistic, expressed in atomic units: e = me = ~ = 1

4πε0
= 1.
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where Z is the atomic number, while r and R denote the coordinates of the

electrons and nuclei, respectively. In Cartesian coordinates, the Laplacian ∇2
i is

given by

∇2
i =

(

∂2

∂x2i
+

∂2

∂y2i
+

∂2

∂z2i

)

. (2.4)

Since the nuclear repulsion term5 may be considered as a constant, the electronic

Hamiltonian of the same system can be written in the form of

Ĥ = T̂ + Û + V̂ = −1

2

N
∑

i=1

∇2
i +

N
∑

i=1

N
∑

i<j

U(ri, rj) +

N
∑

i=1

V (ri), (2.5)

in which T̂ , Û , and V̂ correspondingly represent the kinetic energy, the repulsive

potential due to the electron-electron interaction, and the external potential acting

on the electrons from nuclei and any additional external fields. One can note

that (2.5) is uniquely determined by the number of electrons and the external

potential, thus providing the identity of the system under consideration. In other

words, terms T̂ and Û are universal for any N -electron system, whereas V̂ is the

term that completely fixes the particular Hamiltonian. This observation sets the

stage for the first HK theorem which legitimizes the use of electron density as a

basic variable [59]. It states that, for non-degenerate ground states, the external

potential V (r) is determined, within a trivial additive constant, by the electron

density n(r). The proof of the theorem is disarmingly simple, since it is based on

the minimum-energy principle for the ground state. Assume two different external

potentials V1(r) and V2(r) resulting in the same electron density n(r) for some N -

electron system. Two different potentials imply that the two Hamiltonians are

different, Ĥ1 and Ĥ2, and the corresponding lowest energy wavefunctions are also

different, Ψ1 and Ψ2. Taking Ψ2 as an approximate function for Ĥ1 and applying

the variational principle yields

E1 < 〈Ψ2| Ĥ1 |Ψ2〉 =

〈Ψ2| Ĥ2 |Ψ2〉+ 〈Ψ2| Ĥ1 − Ĥ2 |Ψ2〉 = E2 +

∫

n(r)[V1(r)− V2(r)]d
3r, (2.6)

5The last term in (2.3).
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where E1 and E2 are the ground-state energies for Ĥ1 and Ĥ2, respectively. Anal-

ogously

E2 < 〈Ψ1| Ĥ2 |Ψ1〉 =

〈Ψ1| Ĥ1 |Ψ1〉+ 〈Ψ1| Ĥ2 − Ĥ1 |Ψ1〉 = E1 +

∫

n(r)[V2(r)− V1(r)]d
3r. (2.7)

Addition of these two inequalities leads to the contradiction

E1 + E2 < E2 + E1, (2.8)

revealing that the assumption was wrong. It means that there cannot be two

different V (r) that give the same n(r) for their ground state. Therefore, there

is one-to-one correspondence between the electron density and the external po-

tential. By taking into account (2.2), it becomes obvious that n(r) uniquely

determines the Hamiltonian and hence all the properties of the system. Conse-

quently, wavefunction, as well as energy, can be treated as a unique functional6

of the electron density, Ψ[n] and E[n], respectively.

Now, the total ground-state electronic energy can be written in the form of

E[n] = 〈Ψ| T̂ + Û + V̂ |Ψ〉 = T [n] + U [n] +

∫

n(r)V (r)d3r, (2.9)

where T [n] is the kinetic energy and U [n] denotes electron-electron interaction,

containing the classical Coulomb repulsion, J [n]:

J [n] =
1

2

∫ ∫

n(r)n(r′)

|r− r′| d
3rd3r′. (2.10)

The second HK theorem introduces the variational principal into DFT. It

states that for a trial density ñ(r), such that ñ(r) > 0 and
∫

ñ(r)d3r = N ,

E[n] 6 E[ñ] (2.11)

6Remember that a function is a rule for going from a variable, x, to a number, f(x). A
functional is a rule for going from a function, f(x), to a number, F [f ]. In other words, a
functional is a function of which the variable is a function [59].
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where E[ñ] is the energy functional of (2.9) and E[n] corresponds to the exact

ground-state energy. This theorem simply proves that the true ground-state den-

sity minimizes the total electronic energy of the system. Since the first HK theo-

rem allows ñ(r) to determine its own external potential, Hamiltonian, and wave-

function, the latter can be taken as a trial function for the Hamiltonian generated

from the true external potential V (r). Thus,

〈Ψ̃| Ĥ |Ψ̃〉 = T [ñ] + U [ñ] +

∫

ñ(r)V (r)d3r = E[ñ] > E[n]. (2.12)

Assuming that E[n] is differentiable, the variational principle (2.11) requires

the ground-state density to satisfy the stationary principle. By incorporating

the N -electron constraint on the density with a Lagrangian multiplier µ, the

stationary condition at the minimum can be formulated as

δ

[

E[n]− µ

(
∫

n(r)d3r −N

)]

= 0, (2.13)

which leads to the Euler-Lagrange (EL) equation

µ =
δE[n]

δn(r)
=
δT [n]

δn(r)
+
δU [n]

δn(r)
+ V (r). (2.14)

If we knew the exact form of T [n] and U [n], (2.14) would be an exact equation

for the ground-state electron density. Unfortunately, the HK theorems do not

provide this, only that they exist. Note that T [n] and U [n] are defined indepen-

dently of the external potential V (r), so once we have a form for these functionals

they can be applied to any of the system at hand. It becomes obvious that the

explicit form of T [n] and U [n] is the major challenge of DFT.

The kinetic energy has a large contribution to the total energy,7 therefore

it cannot be represented poorly, since even small errors may prove disastrous.

Unfortunately, due to many-body effects the explicit form of T [n] lies in the dark.

The basic idea in the KS formalism is splitting the kinetic energy functional into

two parts — one of which is calculated exactly and the remaining is treated as a

7It is common to assume that |T [n]| >> |EX[n]| > |EC[n]| where the exchange term |EX[n]|
is typically ten times greater than the correlation term |EC[n]|. However, EXC[n] plays a crucial
role, since without it atoms would bond weakly if at all.
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small correction term [55]. This division is a key point for making DFT a useful

tool for practical calculations [51]. For this reason, a non-interacting N -electron

reference system is invoked. The Hamiltonian, then, can be expressed as

ĤS = −1

2

N
∑

i=1

∇2
i +

N
∑

i=1

VS(ri), (2.15)

in which there are no electron-electron repulsion terms. Such system has an exact

eigenfunction that is a single Slater determinant constructed from the N lowest

eigenstates of the one-electron equations

[

−1

2
∇2 + VS(r)

]

ψi(x) = εiψi(x). (2.16)

The corresponding EL equation is

µ =
δTS[n]

δn(r)
+ VS(r). (2.17)

For this system, the kinetic energy and electron density are exactly expressed by

TS[n] = −1

2

N
∑

i=1

〈ψi|∇2 |ψi〉 , (2.18)

n(r) =

N
∑

i=1

|ψi(x)|2, (2.19)

whereas the total energy is given in the form of

ES[n] = TS[n] +

∫

n(r)VS(r)d
3r. (2.20)

The quantity TS[n] does not correspond to the true kinetic energy functional T [n]

from (2.9), though it is tempting to assume so. Kohn and Sham reformulated the

interaction problem in such a way that its kinetic term is defined to be TS[n] with

(2.9) rearranged to give

E[n] = TS[n] + J [n] +

∫

n(r)V (r)d3r + EXC[n], (2.21)
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where EXC[n] is the exchange-correlation energy, containing the non-classical

electron-electron repulsion and the difference between the exact and non-interacting

kinetic energy8

EXC[n] = (U [n]− J [n]) + (T [n]− TS[n]). (2.22)

Now, the EL equation becomes

µ =
δTS[n]

δn(r)
+ Veff.(r), (2.23)

where the KS effective potential, Veff.(r), is defined by

Veff.(r) = V (r) +

∫

n(r′)

|r− r′|d
3r′ + VXC(r) (2.24)

with the exchange-correlation potential

VXC(r) =
δEXC[n]

δn(r)
. (2.25)

Note that (2.23) is precisely the same equation as the one for non-interacting

electrons moving in the external potential VS(r) = Veff.(r). Thus, for a given exact

Veff.(r), one obtains n(r) of the original many-electron system simply by solving

the N one-electron equations9

[

−1

2
∇2 + Veff.(r)

]

ψi(x) = εiψi(x), (2.26)

since n(r) = neff.(r). Having in mind that Veff.(r) depends on n(r) via (2.25),

equations (2.19), (2.24), and (2.26) must be solved iteratively. One starts with

an initial guess for n(r), typically by using a superposition of atomic densities

8Term (T [n] − TS[n]) can be considered as the kinetic correlation energy [55]. For most
atomic and molecular systems, it can reach a few electronvolts — the order of magnitude of the
Coulomb correlation energy [59], which is defined as the difference between the exact and the
Hartree-Fock energy obtained in a complete basis set [52].

9The solutions of (2.26) are doubly degenerate; namely, for each eigenvalue εi, there are two
independent solutions sharing the same spatial part. They can be chosen as ϕi(r, α) and ϕi(r, β).
In the case of an even number of electrons, the α-spin density is equal to the β-spin density

giving n(r) = 2nα(r) = 2nβ(r) =
∑N/2

i=1

∑

s=α,β |ϕi(r, s)|2. This prescription of the spatial parts
of orbitals coincides with that of the restricted Hartree-Fock (HF) method. However, the KS
and HF cases differ in nature, since the restriction on spatial orbitals in the KS equations is the
natural consequence of the theory, while the restriction in the restricted HF method is a further
qualification on the determinantal-wavefunction approximation [59].
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[60], then constructs Veff.(r) from (2.24) and solves the KS equations (2.26) for

ψ(x). From these one calculates a new electron density and repeats the procedure

until the density and exchange-correlation energy have converged to within some

tolerance. The KS orbitals ψ(x) can be evaluated numerically or they can be

expressed in terms of a set of atomic basis functions. In the case of the latter,

solving the KS equations amounts to finding the coefficients in an atomic basis

set expansion [60].

From all above, we can conclude that within the KS framework the intractable

many-body problem of interacting electrons in a static external potential is re-

duced to a tractable problem of non-interacting electrons moving in an effective

potential [52]. The connection between these two systems is that they are defined

to have exactly the same ground-state electron density and energy. The com-

plexity of the many-electron problem is now contained in the unknown exchange-

correlation potential VXC(r) [51].

It is interesting to note that Hartree-Fock (HF) [61,62] and KS theories10 pro-

vide one-electron equations for describing many-electron systems [59]. However,

the KS theory, exact in principle, is different from the HF theory in its availability

to fully incorporate the exchange-correlation effects of electrons. In HF theory,

approximate by definition, electron correlation effects are missing and their in-

corporation is by no means an easy task. One should also remember that DFT

optimizes an electron density, whereas HF theory optimizes a wavefunction. So, in

order to determine a particular physical property using DFT, we need to know how

that property depends on the density, while to determine the same property using

a wavefunction, we need to know the correct quantum-mechanical operator [52].

Besides, HF theory is variational, providing an upper bound to the true energy,

whilst DFT is only variational if the exact functional is applied. Formally, the KS

orbitals are pure mathematical constructs used for representing the density; they

are not, as in HF theory, an approximation of the wavefunction. Nevertheless,

the shapes of KS orbitals tend to be remarkably similar to the ones found from

the HF equations and they can be quite useful in qualitative analysis of chemical

10At this point, the reader should be familiar with the HF theory. If not, see Appendix A for
a brief introduction.
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properties [63]. Even more so because DFT is able to correctly reproduce the

Fermi energy [51]. Having in mind that KS orbitals are consistent with the exact

ground-state density and are associated with the effective potential which includes

all non-classical effects, it can even be argued that HF orbitals are in a sense much

farther away from the real system, since they neither reflect correlation effects nor

do they yield the exact density [56].

The KS equations are open for improvement with each successive better ap-

proximation for EXC[n] and, importantly, would give the exact results if EXC[n]

was known exactly. It is thus no wonder that finding the improved exchange-

correlation functionals is the focus of much modern research. However, surpris-

ingly enough, even the simplest possible model, known as the local density ap-

proximation (LDA), has proven to be very successful, especially in the field of

condensed matter physics.

2.3 Local Density Approximation

Since there is no systematic way to find an exact density functional, at the centre

of the LDA framework lies the idea of a uniform electron gas (jellium). A model

proposed by Thomas [64] and Fermi [65] suggests that due to a large number

of electrons N the system of volume V can be treated using quantum-statistical

arguments. In such a hypothetical system, the electrons move in a uniformly dis-

tributed positive charge sufficient to retain electroneutrality. The uniform elec-

tron gas is then defined as the limit N → ∞, V → ∞, with the density, n = N
V

,

remaining finite. The Thomas-Fermi (TF) kinetic energy functional for the non-

interacting uniform electron gas has the form

TTF[n] =
3

10
(3π2)

2

3

∫

n
5

3 (r)d3r. (2.27)

If this expression is combined with the classical electrostatic energies of electron-

nucleus attraction and electron-electron repulsion (neglecting exchange and cor-

relation terms), we get an energy formula for an atom in terms of electron density
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alone:

ETF[n] =
3

10
(3π2)

2

3

∫

n
5

3 (r)d3r−Z
∫

n(r)

r
d3r+

1

2

∫ ∫

n(r)n(r′)

|r− r′| d
3rd3r′. (2.28)

Historically, this can considered as the first example allowing to map a density n(r)

onto an energy E[n] without any additional information required. It is interesting

to note that TF model was introduced before the HK theorems were formulated,

thus at that time it was unknown whether expressing the energy as a density

functional is physically justified [52]. The HK theorems revealed that TF model

may be regarded as an approximation to an exact DFT [59]. A reasonable next

step in improving (2.28) would be an inclusion of at least the exchange term of

the energy. An expression for the exchange energy of the uniform electron gas

was given by Dirac [66]:

ED
X [n] = −3

4

(

3

π

)
1

3
∫

n
4

3 (r)d3r. (2.29)

Now, within Thomas-Fermi-Dirac framework, the total energy of the electronic

system can be written as

ETFD[n] =
3

10
(3π2)

2

3

∫

n
5

3 (r)d3r +

∫

n(r)V (r)d3r + J [n]− 3

4

(

3

π

)
1

3
∫

n
4

3 (r)d3r.

(2.30)

Although these models are nicely simple due to the direct dependence on electron

density, there are seemingly invincible difficulties in going beyond the crude level

of this sort of approximation [59]. One of the most serious defects is the lack of

bonding, which means that molecules and solids cannot be formed in TF models.

Besides, the calculated total energies of real systems are typically in error by 15–

50% mostly due to the poor representation of kinetic energy [55]. The introduction

of KS equations (2.26) has effectively solved this issue allowing to evaluate the

kinetic energy to good accuracy and leaving only a small residual correction that

should be handled separately. The price of this gain is that there are now N

equations to be solved as opposed to only one equation for the total density

derived from the direct approximation of the TF type [59]. Despite that, within KS

formalism the uniform electron gas approach can be solely used for the unknown
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part of the energy functional, i.e., EXC[n].

In the DFT framework, it is customary to separate EXC[n] into two parts,

a pure exchange, EX[n], and a correlation contribution, EC[n]. Each of these

energies is often written in terms of the energy density per particle, εX(n) and

εC(n). For LDA, the corresponding relation:

ELDA
XC [n] = ELDA

X [n] + ELDA
C [n] =

∫

n(r)
[

εLDA
X (n) + εLDA

C (n)
]

d3r =

∫

n(r)εLDA
XC (n)d3r, (2.31)

where εLDA
XC (n) indicates the exchange-correlation energy density per particle of a

uniform electron gas of density n(r). The exchange-correlation potential (2.25)

now becomes

V LDA
XC (r) =

δELDA
XC [n]

δn(r)
= εLDA

XC (n) + n(r)
δεLDA

XC (n)

δn(r)
, (2.32)

and the KS equations (2.26) are expressed

[

−1

2
∇2 + V (r) +

∫

n(r′)

|r− r′|d
3r′ + V LDA

XC (r)

]

ψi(x) = εiψi(x). (2.33)

The exchange part of LDA is already known,11 since it is given by the Dirac

expression (2.29):

εD
X(n) = −3

4

[

3

π
n(r)

]
1

3

. (2.34)

If we insert it into (2.32), the exchange contribution to the potential becomes

V D
X (r) = −

[

3

π
n(r)

]
1

3

. (2.35)

For the correlation part, situation is more complicated because the exact form

of EC[n] is unknown even for the simple model of homogeneous electron gas.

However, the extensive Monte Carlo simulations performed by Ceperley and Alder

[67] have provided values of εC(n) over a wide range of densities. In order to use

these results in DFT calculations, a suitable analytic interpolation formula must

11Here and hereafter, we are dealing with the spin-compensated case, nα(r) = nβ(r).
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be available. This has been constructed by Vosko, Wilk, and Nusair (VWN) [68]

and is generally considered to be a very accurate fit [55]. By taking into account

that Wigner-Seitz (WS) radius

rs(r) =

[

3

4πn(r)

]
1

3

(2.36)

defines a sphere whose volume is the effective volume of an electron, the correlation

energy density takes the form:12

εVWN
C (rs) =

A

2

(

ln
x

X(x)
+

2b

Q
tan−1 Q

2x+ b

− bx0
X(x0)

[

ln
(x− x0)

2

X(x)
+

2(b+ 2x0)

Q
tan−1 Q

2x+ b

])

, (2.37)

where x =
√

rs(r) and X(x) = x2 + bx + c; the numerical parameters A =

0.0621814, x0 = −0.409286, b = 13.072, c = 42.7198, and Q =
√

(4c− b2) =

0.044899. Certainly, there exist other reliable parametrizations of Ceperley and

Alder data, e.g., by Perdew and Zunger [69] or by Perdew and Wang [70], but in

many cases they give almost identical results13 [52].

One should pay attention to the fact that neither nuclear nor electronic charges

are homogeneously distributed in actual systems, therefore, in general, the accu-

racy of the uniform electron gas model is rather poor. However, within the LDA

framework it is assumed that the density can be locally treated as a uniform

electron gas, or equivalently, that the density is a slowly-varying function [55].

It means that application of LDA to an atom, a molecule, or a solid amounts

to assuming that the exchange-correlation energy for a non-uniform system can

be obtained by applying homogeneous electron gas results to infinitesimal por-

tions of the non-uniform electron distribution, each possessing n(r)d3r electrons,

and then summing over all space the individual contributions n(r)εLDA
XC (n)d3r [59].

Naturally, this scheme is much more successful for slowly-varying densities of ordi-

12Have in mind that εVWN

C
(rs) = εVWN

C
(n).

13Notice that a standard LDA framework corresponds to the combination of exchange part
from (2.34) and correlation part from (2.37) which do not include the correction of the kinetic
energy (T [n]− TS[n]). This difference is ignored in many modern functionals due to empirical
parameters which necessarily introduce some kinetic energy correction if they are based on the
experiment [52].
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nary solids14 compared to molecular systems, where the density gradients tend to

be large, or strongly correlated materials, where an independent-particle picture

breaks down. Nevertheless, the LDA model usually underestimates the exchange

energy by at least 10%, thereby creating errors which are larger than the whole

correlation energy. The correlation energy is in turn overestimated by a factor

of 2 or more [55]. Although the partial error compensation between these two

functionals allows to obtain the lattice constants of solids within the accuracy

of 1–5% [71], the calculated bandgaps as a rule are too small [72]. In addition,

it has been observed that LDA gives the ionization energies of atoms, dissocia-

tion energies of molecules, and cohesive energies with a fair accuracy of typically

10–20% [73]. It is obvious that the improvements over the LDA scheme have to

consider a non-uniform electron gas — a spatially varying density and information

on the rate of this variation.

2.4 Generalized Gradient Approximation

The improvements over LDA can be made by adding terms which depend not only

on the density itself, but also on its derivatives. At first, a non-uniform electron

gas was considered by performing a Taylor-like expansion of the density with LDA

being the first term of it [55]. It was expected to obtain better approximations of

the exchange-correlation functionals by extending the series with the next lowest

term. In practice, however, the straightforward inclusion of low-order gradient

corrections resulted in a complete failure due to the loss of several important

features15 fulfilled by LDA. Unluckily, higher-order corrections are exceedingly

difficult to calculate, and little is known about them [52].

A major breakthrough has been achieved when it was realized that instead of

power-series-like systematic gradient expansions one could experiment with more

general functions of n(r) and ∇n(r) satisfying exact theoretical constraints. If

functional of the form

ELDA
XC [n] =

∫

f(n)d3r (2.38)

14Especially metallic solids with delocalized electrons that most closely resemble the uniform
electron gas [52].

15The key properties of the exact exchange-correlation hole. See Appendix B for details.
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was already recognized as LDA, then functional, written as

EGGA
XC [n] =

∫

f(n,∇n)d3r, (2.39)

has become known as generalized gradient approximation (GGA). It is interesting

to note that different GGA functionals are much more different from each other

compared to various parametrizations of LDA, since essentially there is only one

correct expression for εLDA
XC (n) and available forms of LDA are merely different

ways of writing it. In the meantime, depending on the method of construction

employed for obtaining f(n,∇n) one can derive very dissimilar GGAs. For ex-

ample, the semiempirical functionals are fitted to selected data from experiment

or from precise ab initio calculations, whereas the non-empirical functionals are

constructed to satisfy as many exact theoretical constraints as possible at the

same time providing satisfactory numerical predictions for real systems. For a

long time the most popular and reliable functional in molecular quantum chem-

istry was a combination of the exchange part introduced by Becke [74] and the

correlation part proposed by Lee, Yang, and Parr [75] (BLYP). It is worthwhile to

mention that the correlation term of semiempirical BLYP was constructed on the

basis of the helium atom abandoning the uniform electron gas model.16 In solid-

state physics, the same role was played by the exchange-correlation functional

suggested by Perdew, Burke, and Ernzerhof (PBE) [76]. Due to its well-tempered

balance between computational efficiency, numerical accuracy, and reliability [77],

this non-empirical functional requires a more detailed consideration.

Following the notation of (2.31), the GGA form for the exchange energy is

simply

EGGA
X [n] =

∫

n(r)εLDA
X (n)FGGA

X (s)d3r, (2.40)

in which

s(r) =
|∇n(r)|

2kF(r)n(r)
(2.41)

16Functionals with as many as 21 fit parameters, violating some of the most basic exact
constraints, are especially popular in chemistry [53].
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is the dimensionless reduced density gradient,

kF(r) = [3π2n(r)]
1

3 (2.42)

denotes a Fermi wavevector, and FGGA
X (s) is the exchange enhancement factor.

For PBE, the exchange functional

EPBE
X [n] =

∫

n(r)εLDA
X (n)FPBE

X (s)d3r (2.43)

is expressed through the enhancement factor of the form:

FPBE
X (s) = 1 + κ

[

1− 1

1 + µ
κ
s2(r)

]

. (2.44)

The parameter κ, which controls the behaviour at s→ ∞, is set to 0.8041 accord-

ing to the relation

κ =
λLO

2
1

3

− 1 (2.45)

to ensure the Lieb-Oxford (LO) bound [78], which is an upper limit on the ratio

of the exact exchange-correlation energy to the value of the LDA approximation

of the exchange energy (EX[n] ≥ EXC[n] ≥ λLOE
LDA
X [n] with λLO = 2.273). The

parameter µ, which determines the behaviour for s → 0, is set to 0.2195 to

satisfy the LDA jellium response — a complete cancellation between beyond-LDA

exchange and correlation contributions as s→ 0.

The PBE correlation functional is written as

EPBE
C [n] =

∫

n(r)[εLDA
C (rs) +H(rs, t)]d

3r, (2.46)

where rs(r) is the WS radius (2.36),

t(r) =
|∇n(r)|

2kTF(r)n(r)
(2.47)

stands for appropriate reduced density gradient,

kTF(r) =

√

4kF(r)

π
(2.48)
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is a TF screening wavevector, and H(rs, t) is given by

H(rs, t) = γ ln

(

1 +
β

γ
t2(r)

[

1 + At2(r)

1 + At2(r) + A2t4(r)

])

(2.49)

with

A =

[

β

γ

](

exp

[

−ε
LDA
C (rs)

γ

]

− 1

)−1

. (2.50)

The numerical coefficients were set to γ = 0.031091 and β = 0.066725. The value

of the latter was taken from the second-order term in gradient expansion of the

slowly-varying high densities [79]. Indeed, in the slowly-varying limit, t → 0, the

correlation functional reduces to

EPBE
C [n] =

∫

n(r)[εLDA
C (rs)+βt

2(r)+ . . .]d3r = ELDA
C [n]+

∫

n(r)[βt2(r)+ . . .]d3r.

(2.51)

While constructing the PBE functional, it was believed that for small density

variations around the uniform density, LDA is an excellent approximation to the

exchange-correlation energy, while gradient expansion is not [76]. As s → 0, the

exchange energy becomes

EPBE
X [n] =

∫

n(r)εLDA
X (rs)[1 + µs2(r) + . . .]d3r =

ELDA
X [n] +

∫

n(r)εLDA
X (rs)[µs

2(r) + . . .]d3r, (2.52)

therefore in order for the beyond-LDA terms to cancel each other, µ must satisfy

the following condition:

µ =
π2

3
β. (2.53)

Later, it was showed [77,80] that obtaining the accurate exchange energy of neu-

tral atoms requires µ ≈ 0.2469, which is a close value to the one used in the PBE

functional. This is a nice feature of PBE, since the accurate exchange energies

of atoms are vital to dissociation energies in molecules and cohesive energies in

solids. And indeed, various calculations reveal that PBE considerably improves

the total energies of atoms and atomization energies of molecules compared to

LDA. Another good property of PBE is that it performs equally well for finite
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and infinite systems [81]. However, concerning the solid-state calculations, it

was noticed that PBE, as well as other popular GGAs, systematically overesti-

mates the experimental lattice constants17 on average by 1–5% [71]. The same

amount of discrepancy produced by LDA18 indicates the need of more reliable

tool for evaluating equilibrium properties of solids. This issue is of great im-

portance, since many inherent material properties including phonon frequencies,

elastic constants, ferromagnetism, ferroelectricity, and the possibility of structural

phase transitions are critically volume dependent, thus highly accurate lattice pa-

rameters are indispensable for these features [85]. What is more, PBE seriously

fails for the exchange-correlation component of the jellium surface energy, while

LDA performs surprisingly well in that case. A detailed analysis [86, 87] reveals

that LDA once again benefits from a large error compensation, whereas in PBE

this delicate balance between exchange and correlation is not valid anymore, al-

though exchange and correlation components of the surface energy are separately

improved. Unfortunately, the shift from LDA to PBE framework does not show

any appreciable improvement towards the bandgap problem which still remains

too small.

On the whole, the introduction of GGA has quantitatively and even qualita-

tively19 ameliorated the ground-state calculations for molecules and solids. How-

ever, there remain some cases, e.g., the electronic Wigner crystal or a long-range

van der Waals attraction between non-overlapped electron densities, in which the

starting point of an electron gas of slowly-varying density is fundamentally incor-

rect meaning that LDA and GGA are completely inadequate [73]. On the other

hand, this should not be very surprising, since GGA, not to mention LDA, is a

17There are classes of solids for which PBE gives a very good agreement with experiment,
e.g., solids containing 3d transition elements [82]. Interestingly, there are some cases in which
LDA is the best, while PBE performs rather poorly, e.g., MgO. Having in mind that MgO
possesses a bandgap of 7.8 eV [83], LDA is based on the uniform electron gas model, and usually
the periodic valence-electron density in a simple metal has some resemblance to the uniform
density, this result becomes quite surprising. Moreover, the fact that PBE reduces to LDA for
slowly-varying and uniform electron densities is apparently not reflected. This suggests that
success of LDA lies in the strongly pronounced error compensation between the exchange and
correlation functionals that has only partially been preserved by common GGAs [84].

18LDA usually underestimates lattice constants by about the same amount PBE tends to
overestimate them.

19A good example is a correct ferromagnetic ground state for the body-centred cubic Fe which
LDA does not reproduce [51].
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very restrictive form and it is even possible to show that it cannot be exact, in

general, for either exchange or correlation [53]. Although the developers of DFT

are not aware of a systematic series of approximations that would finally converge

to the exact form of the exchange-correlation functional, a next natural step in

improving DFT is an inclusion of not only electron density and its derivatives but

also the kinetic energy density. Thus, the exchange-correlation functional of the

form

EmGGA
XC [n] =

∫

f(n,∇n,∇2n, τ)d3r, (2.54)

is known as the meta-GGA (mGGA). The kinetic energy density τ(r) involves

derivatives of the occupied KS orbitals:

τ(r) =
1

2

occ.
∑

i=1

∑

s=α,β

|∇ψi(r, s)|2. (2.55)

The integrated τ(r) is equivalent to the usual non-interacting kinetic energy (2.18):

TS[n] =

∫

τ(r)d3r. (2.56)

Meta-GGAs strive to improve upon the GGA by employing the kinetic energy

density as an indicator of one-electron regions of n(r) and forcing the correlation

energy density to vanish here [88]. The presence of τ(r) also enables one to

reproduce gradient expansions of exchange and correlation energies for slowly-

varying densities through higher orders in ∇ than is possible in the GGA.

One of the most accurate non-empirical meta-GGAs for exchange and corre-

lation was suggested by Tao, Perdew, Staroverov, and Scuseria (TPSS) [89]. It

adds several more exact constraints to those satisfied by PBE and utilizes only

τ(r) without any ∇2n(r) terms. Thus, LDA together with non-empirical PBE and

TPSS can be treated as universal functionals based upon the exact constraints

and limits. Extensive molecular tests [90] have revealed an impressive increase in

accuracy in the order of LDA < PBE < TPSS for atomization energies and a more

moderate improvement for vibrational frequencies and hydrogen-bond properties.

For other features, the order is generally LDA < PBE ≈ TPSS. Concerning the

solid-state calculations, PBE is a significant improvement over LDA for most bulk
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properties, but the progress from PBE to TPSS appears to be medium, especially

for bulk moduli and cohesive energies [88]. Although it seems that meta-GGAs

are capable to substantially improve the surface energies, predicting lattice con-

stants more accurately still remains a tough issue, apparently demonstrated in

a study of 60 solids [82]. By taking into consideration the fact that meta-GGA

calculations are more computationally challenging compared to GGA and, what

is worse, they are not yet available in many solid-state codes, one should look for

another way to increase the desired accuracy.

One of the simplest and most effective solutions is to make a revision to the

universal PBE functional. As was noticed by Perdew and co-workers [77], at the

GGA level, it is impossible to perform well for certain pairs of properties, e.g.,

both for molecular atomization energies and for lattice constants of solids. Due to

a limited form of GGA, one has to choose. Early attempts to refine the original

PBE are known as revPBE [91] with empirical κ = 1.245 and RPBE [92] with

exchange enhancement factor

FRPBE
X (s) = 1 + κ

(

1− 1

exp
[

µ
κ
s2(r)

]

)

. (2.57)

These functionals give better energies for atoms and molecules, but at the same

time worsen the lattice constants of solids. The functionals specifically designed

for solids were still to come.

2.5 Revised Functionals for Solids

The gradient expansion of the exchange-correlation energy includes the inhomo-

geneity corrections to the homogeneous electron gas model in a systematic fashion.

Thus, any GGA that recovers the uniform gas limit can be expressed as [77]

FGGA
X (s) = 1 + µs2(r) + . . . (s→ 0), (2.58)

where the gradient expansion that is precise for slowly-varying electron gases

has [93]

µGE =
10

81
≈ 0.1235. (2.59)
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Despite that, the gradient expansion coefficient µ of the popular GGAs was set

to µ ≈ 2µGE to obtain good atomic and atomization energies resulting in good

thermochemistry, where enthalpies of formation are traditionally calculated via

atomization energies [85]. The larger value of µ is needed to produce the correct

asymptotic expansion of the exchange energy for a neutral atom of large atomic

number Z [77,80]. For PBE, its value µPBE = 0.2195 was found from different non-

empirical argument, namely, the LDA jellium response. However, non-molecular

solids and their surfaces have important valence regions over which the density

variation is so slow (with reduced density gradient 0 . s(r) . 1) that the exchange

energy can be described by the second-order gradient expansion [85]. This suggests

that recovery of the second-order gradient expansion over this range of s(r) is a

relevant constraint on a GGA for exchange in solids.20 The following idea was

realized in the PBEsol [77] exchange-correlation functional by retaining the same

analytical form of PBE. The authors have modified two parameters: µPBE =

0.2195 → µPBEsol =
10
81

≈ 0.1235 in exchange part and βPBE = 0.0667 → βPBEsol =

0.046 in correlation part. The value of the latter was chosen in order to reproduce

the accurate TPSS values of the exchange-correlation energy for a jellium surface.

Note that this choice of βPBEsol violates both the gradient expansion of correlation

and the PBE choice of cancelling the second-order terms in the gradient expansion

for exchange and correlation, which requires21 [94]

β = 3
µGE

π2
≈ 0.0375. (2.60)

Being accurate for both surface exchange and exchange-correlation energies, PBEsol

minimizes the reliance on error cancellation between exchange and correlation.

Besides, PBEsol becomes exact for solids under intense compression, where real

solids and their surfaces become truly slowly varying, and exchange dominates

over correlation [80]. On the other hand, PBEsol shares the limitations common

for all GGA functionals.
20Although a similar constraint is not so relevant for correlation [77].
21However, the violation of the gradient expansion for correlation in favour of good surface

energies allows to have the disposition of βPBEsol = 0.046 which is considerably closer to the
value of the jellium response requirement (0.0375) than that demanded by complete restoration
of the gradient expansion (0.0667).
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Calculations carried out using PBEsol functional show improved geometry

predictions compared to PBE for various types of solids [77, 82, 84, 85, 95, 96] in-

cluding 4d and 5d transition metals.22 Nevertheless, PBE still performs better

for the alkaline-earth metals like Ca, Sr, and Ba (for which TPSS is also a very

good choice) and most of the solid-state materials containing 3d transition ele-

ments.23 Naturally, PBEsol performs badly for the thermochemistry of molecules

and solids [85, 94, 95] for which a value of µ ≈ 2µGE is more appropriate. Despite

that, there are some cases (e.g., alkali metals and alkali halides) where PBEsol

cohesive energies are excellent and much better than PBE [85]. It is also inter-

esting to note that PBEsol outperforms PBE by correctly predicting the energy

differences between isomers and hydrocarbons, while most of the GGAs and even

meta-GGAs fail for this long-standing problem [85,97]. The considerable success

achieved while evaluating the structural, electronic, and phonon properties of the

cubic and tetragonal phases of perovskite-type SrTiO3 and BaTiO3 [98] is also

encouraging. All these results suggest that restoring the gradient expansion for

exchange over a wide range of reduced density gradients might not be necessary to

obtain good lattice constants and bulk moduli for a limited class of materials, but

for typical non-molecular solids it acts as an essential improvement. By taking

into consideration that most of the non-empirical meta-GGAs exhibit excellent

description of total atomic, molecular atomization, and jellium surface energies,

the implementation of PBEsol-like condition could provide even more flexible and

reliable computational tool than PBEsol.24

Later, it was realized that the step that led from PBE to PBEsol is not unique,

and allows several variations [84]. In fact, PBE and PBEsol turned out to be just

two particular members of a family of functionals each of which takes its pa-

rameters, β and µ, from different constraints. The resulting two-parameter fam-

22LDA yields even better agreement with the experiment for the 5d transition metals like Ir,
Pt, and Au. However, PBEsol demonstrates an explicit improvement over PBE giving a close
value to LDA [82].

23To be fair, for most 3d metals even the PBE functional gives too small lattice constants,
therefore even shorter lattice constants given by PBEsol worsen the agreement [85]. These
solids are bonded in part by the highly localized 3d orbitals to which the second-order gradient
expansion of the exchange energy may not apply [96].

24And it actually does, since meta-GGA, named revTPSS [99], predicts the lattice constants
as well as PBEsol [100]. Moreover, it produces accurate atomization energies of molecules,
desorption energies of molecules from metal surfaces, and surface energies of metals [99, 101].
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ily of functionals, collectively denoted as PBE(β, µ), has been tested for atoms,

molecules, and solids.25 In other work [71], the authors have proposed to con-

sider the three-parameter family of density functionals PBE(β, µ, κ) by including

the modifications of the LO bound which is a fundamental property of the quan-

tum mechanics of Coulomb-interacting systems.26 The meaningful non-empirical

combinations of these parameters are presented in Table 2.1. In one of these,

PBE(Gc,Gx,LO), β and µ are both determined from gradient expansions, there-

fore guaranteeing that gradient expansion is recovered to the extent possible

within the functional form of PBE. In another, PBE(Js, Jr,LO), β and µ are

both determined from jellium: β from the jellium surface energy, as in PBEsol,

and µ from the jellium response function, as in PBE. Finally, PBE(Jr,Gx,LO)

takes β from the jellium response function and µ from the gradient expansion of

exchange. It is worth noting that functionals in which β and µ are taken from

the same type of source [e.g., PBE(Gc,Gx,LO) and PBE(Js, Jr,LO)] have the po-

tential to benefit from error cancellation between the exchange and correlation

to a larger extent than functionals that take them from different type of source

(e.g., PBE and PBEsol). It also seems that PBE(Js, Jr,LO) should be pretty good

for simple metals, since this functional takes both of its parameters from jellium,

the paradigmatic model of such metals. However, the calculations for a large set

of 60 solids [71] comprising metals, semiconductors, and insulators have revealed

that all changes in parameters relative to PBE produce significantly better lattice

constants. In other words, the original choice of β, µ, and κ in PBE was rather

unfortunate for lattice constants, as reasonable changes to any of its parameters

end up improving the results. Comparing the absolute size of the change resulting

from each modified parameter, it can be concluded that PBE is most sensitive to

changes in µ and least sensitive to changes in κ. This is quite reasonable be-

cause a change in κ modifies the enhancement factor much more for large values

25In brief, it was found that the original PBE is the best at predicting ground-state energies
of light atoms. For molecules, PBE predicts best atomization energies, whereas PBE(Js, Jr) (see
Table 2.1) predicts best interatomic distances. For solids, PBEsol outperforms PBE but is itself
outperformed by PBE(Gc,Gx) for lattice constants and bulk moduli and by PBE(Jr,Gx) for
cohesive energies.

26In the original paper [71], the authors use notation PBE(β, µ, λ). Here, the notation
PBE(β, µ, κ) is preferred because parameter κ directly appears in the expression of the exchange
enhancement factor (2.44). Note that κ is simply related to λ through (2.45).
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Table 2.1 Combination of the values of β, µ, and κ presented in the form of
PBE(β, µ, κ). The abbreviations denote the satisfied constraints: gradient expan-
sion of correlation (Gc), gradient expansion of exchange (Gx), jellium response
(Jr), jellium surface (Js), Lieb-Oxford bound (LO), and tighter Lieb-Oxford bound
(tLO).

Functional β µ κ

PBE(Gc, Jr,LO)a 0.067 0.2195 0.8041

PBE(Js,Gx,LO)b 0.046 0.1235 0.8041

PBE(Js, Jr,LO) 0.046 0.1513 0.8041

PBE(Gc,Gx,LO) 0.067 0.1235 0.8041

PBE(Jr,Gx,LO) 0.038 0.1235 0.8041

PBE(Gc, Jr, tLO) 0.067 0.2195 0.5521

PBE(Js,Gx, tLO) 0.046 0.1235 0.5521

PBE(Js, Jr, tLO) 0.046 0.1513 0.5521

PBE(Gc,Gx, tLO) 0.067 0.1235 0.5521

PBE(Jr,Gx, tLO) 0.038 0.1235 0.5521

aThis combination corresponds to PBE.
bThis combination corresponds to PBEsol.

of reduced density gradient, while a change in µ influences the enhancement fac-

tor predominantly in the low reduced density gradient region. Statistically, the

best results were obtained using PBEsol, PBE(Jr,Gx,LO) and PBE(Gc,Gx,LO)

functionals. This indicates that the value of β turns out to be almost irrelevant,

whereas the value of µ appears to be responsible for the improved behaviour. The

gradient expansion of exchange is thus seen to be the key ingredient in functionals

that deliver good lattice constants. On the other hand, any modification of the

original PBE which improves lattice parameters of solids significantly increases

the error in the atomization energy of molecules.27 It once again confirms the

claim that at least GGAs of PBE-form cannot describe well solids and molecules

simultaneously.

Regarding other approaches designed for solids, it is worthwhile to distinguish

the second-order GGA (SOGGA) constructed by Zhao and Truhlar [94]. Com-

pared to the original PBEsol, this functional satisfies the gradient expansion for

exchange (µSOGGA = µPBEsol =
10
81

) as well as for correlation (βSOGGA = βPBE =

0.0667). What is more, the parameter κSOGGA = 0.5521 is determined from a

tighter LO bound, and the exchange enhancement factor is taken as a half-and-

27The tested set of molecules comprises SiH4, SiO, S2, C3H4, C2H2O2, and C4H8.
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half mixing of the PBE and RPBE functionals:

F SOGGA
X (s) = 1 + κ

(

1− 1

2

[

1

1 + µ
κ
s2(r)

]

− 1

2
exp

[

−µ
κ
s2(r)

]

)

. (2.61)

Slightly different approximation was proposed by Wu and Cohen (WC) [102].

Here, the exchange enhancement factor is given by

FWC
X (s) = 1 + κ

[

1− 1

1 + x(s)
κ

]

, (2.62)

where

x(s) =
10

81
s2(r) +

(

µ− 10

81

)

s2(r) exp[−s2(r)] + ln[1 + cs4(r)]. (2.63)

Parameters µ and κ have the same values as in PBE, and c = 0.0079325 is set

to recover the fourth-order parameters of the fourth-order gradient expansion of

the exact exchange functional in the limit of a slowly-varying density.28 The

correlation part of WC functional, just as for SOGGA, is usually taken from the

PBE functional.

A detailed investigation of the performance of the revised functionals for

solids [82], namely, PBEsol, SOGGA, and WC, has revealed that concerning the

lattice constants no clear winner has emerged, since all of them improve over LDA

and PBE for many solids. Actually, the ordering of the functionals from the one

which shows the largest underestimation to the one which shows the largest over-

estimation is LDA, SOGGA, PBEsol, WC, TPSS, and PBE. However, one should

remember that PBE ant TPSS are equally good for both finite and infinite sys-

tems, whilst for the thermochemistry of molecules, PBEsol and SOGGA perform

very poorly [94] and WC slightly deteriorates the PBE results [103].

28Unfortunately, incorrectly, since no GGA can recover the correct fourth-order gradient ex-
pansion for the exchange energy, even approximately, but a meta-GGA can (and TPSS in fact
does, at least for very slowly-varying densities) [85].
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2.6 Hybrid Functionals

Since the exchange contribution is usually significantly larger compared to the

corresponding correlation effects, it seems to be logical to obtain the exchange

values as precise as possible. The straightforward and seemingly most appropriate

strategy for arriving at the most accurate exchange energy appears to be the use

of the exact HF exchange expression29 for the occupied KS orbitals instead of the

approximate EDFT
X [n] functionals. The addition of respective correlation energy

term EDFT
C [n] then would yield full exchange-correlation energy:

EXC[n] = EHF
X + EDFT

C [n]. (2.64)

Unfortunately, in reality this strategy does not pay off. The reason for it is the

incompatibility between GGA (or LDA) correlation and exact exchange. To be

specific, the exact exchange hole in a real system can have a highly non-local,

multicentred character which is largely cancelled by an almost equal but opposite

non-local, multicentred character in the exact correlation hole. In the meantime,

GGA exchange and correlation holes are localized because all properties are de-

termined by the density and its gradient at one particular point in space. Thus,

the combination of exact, delocalized exchange hole with a localized model hole

for correlation forbids the cancellation between them, and the resulting total hole

has the wrong characteristics [56].

But despite that, the idea appeared to have made its impact. The exchange-

correlation energy in the KS scheme can be expressed in terms of the adiabatic

connection30

EXC[n] =

∫ 1

0

Eλ
XC[n]dλ, (2.65)

where λ denotes the coupling strength parameter, which for the real interact-

ing system is λ = 1 and for the non-interacting one λ = 0. The λ-dependent

exchange-correlation energy Eλ
XC[n] stands for the non-classical contributions to

the electron-electron interaction, and integrated over λ also incorporates the ki-

29See Appendix A and (A.5)–(A.8) therein.
30See Appendix C for details.
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netic energy part into EXC[n]. As in the λ = 0 limit the electrons are non-

interacting, there is consequently no correlation energy, only the exchange part

[55]. Hence, the integral in (2.65) simply corresponds to the exchange contribution

of a Slater determinant composed of the KS orbitals. The exchange energy then

can be computed by applying the exact HF exchange expression. For λ = 1, the

non-classical contributions are those of the fully interacting system, containing ex-

change as well as correlation parts. Although this interacting exchange-correlation

energy is unknown, it can be more or less satisfactorily approximated by EDFT
XC [n]

functional. Thus, the true exchange-correlation energy is given by the integral of

(2.65) and we know its value for λ = 0 exactly and have a pretty good approxi-

mation for λ = 1. To exactly evaluate this integral, however, we need Eλ
XC[n] for

intermediate values of λ. But this information is not available and we must try to

find approximations to solve the following problem. The simplest approximation

to solve (2.65) is to assume that Eλ
XC[n] is a linear function of λ. This leads to

the expression proposed by Becke [104]

EHH
XC [n] =

1

2
Eλ=0

XC [n] +
1

2
Eλ=1

XC [n] =
1

2
EHF

X +
1

2
EDFT

XC [n], (2.66)

which is known as half-and-half (HH) mixing. From physical point of view, the

non-locality of exact exchange hole plays some role in molecular bonds.31 Since

local electron gas model is physically inappropriate near the λ = 0 exchange-only

limit [105] but, on the other hand, accurate DFT approaches must recognize this

λ = 0 non-locality, the inclusion of certain amount of the exact exchange hole

into the overall hole seems reasonable.32 Functionals of this sort, where a certain

amount of exact exchange is incorporated into their structure, are called hybrid

functionals. In fact, EHH
XC [n] approach showed a promising performance and Becke

suggested its modification [105] by introducing semiempirical coefficients to de-

termine the weights of various components. Later, further changes proposed by

Stephens and co-workers [106] turned out into one of the most popular computa-

tional tools in molecular quantum chemistry recognized as B3LYP. The B3LYP

31This effect is already observed in the simplest conceivable case, H2 molecule.
32Note that we are considering only some amount of exact exchange, not all as it was suggested

in (2.64).

41



exchange-correlation energy expression is given by

EB3LYP
XC [n] = ELDA

XC [n]

+ a(EHF
X −ELDA

X [n]) + b(EGGA
X [n]−ELDA

X [n]) + c(EGGA
C [n]− ELDA

C [n]), (2.67)

where parameters have values a = 0.2, b = 0.72, and c = 0.81. The amount of

exact exchange in the functional is determined through a, while b and c control

contributions of exchange and correlation gradient corrections to the LDA. The

values of a, b, and c were chosen to optimally reproduce some atomization, ion-

ization, and total energies as well as proton affinities. In B3LYP scheme, LDA

corresponds to the exchange part of Dirac [66] and correlation part of Vosko,

Wilk, and Nusair [68], whereas GGA stands for the Becke [74] exchange and Lee,

Yang, and Parr [75] correlation. Concerning the molecular calculations, B3LYP

experienced an unprecedented success due to its surprisingly good performance in

many chemical applications33 [56].

Interestingly, a fraction of exact exchange employed in B3LYP functional also

seems to be reasonable from pure theoretical considerations on atomization ener-

gies [107, 108]. A parameter-free hybrid functional in which the amount of exact

exchange has been derived as 25% from theoretical arguments through a pertur-

bation theory became known as PBE0 [109]:

EPBE0
XC [n] = EPBE

XC [n] +
1

4
(EHF

X − EPBE
X [n]). (2.68)

It immediately showed a promising performance for all important molecular prop-

erties along the whole periodic table, being competitive with the most reliable,

empirically parameterized hybrids. However, while about 25% of exact exchange

is reasonable for most typical systems, it is obvious that in general this parameter

is not universal and depends on the actual situation. Besides, although based

upon a valid physical insight, hybrids do not satisfy any exact constraints that

their underlying DFT approaches do not satisfy.

For solids, the hybrid functionals do not constitute the standard choice because

33Especially for the calculation of geometrical and thermochemical properties.
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of their inadequacy for metallic systems [110, 111] and the high computational

cost that exact exchange involves [52, 81]. Nevertheless, hybrids often perform

well for calculations of bandgaps [110–113] for which the use of LDA or GGA is

not appropriate due to the local nature of these approximations34 [114]. Although

hybrid functionals are able to improve various solid-state properties over LDA

or GGA [43, 115–117], it is very likely that the accuracy of obtained results is

highly-dependent on the amount of exact exchange. Thus, for different materials

one should systematically investigate the effect of modifying the exact exchange

mixing parameter and try to identify the physics that stands beyond it.35

2.7 Self-Interaction Error

The classical electrostatic repulsion term (2.10) does not vanish for a one-electron

system due to the spurious self-interaction inherent in it [118]. In HF theory, this

does not lead to any problem, since all Coulomb self-interaction terms are ex-

actly cancelled by the corresponding exchange self-interaction terms. This would

neither cause any trouble in DFT scheme if the exact expression of EXC[n] was

used [51]. However, when an approximation like LDA or GGA is made, the

cancellation is incomplete and the remainder, known as a self-interaction error

(SIE), contributes to the energy. Of course, SIE is not limited to one-electron

systems, where it can be identified most easily, but applies to all many-electron

frameworks. Therefore, the interaction of each single electron with the potential

generated by itself is believed to be the cause of many failures of approximate

density functionals.

It is obvious that the one-electron self-interaction free exchange-correlation

functionals for EXC[nα, nβ] must satisfy the following conditions:

J [ns] + EX[ns, 0] = 0, (2.69)

EC[ns, 0] = 0, (2.70)

where ns(r) stands for any one-electron density. The first equation expresses that

34Hybrid scheme incorporates the orbital-dependent potential.
35For instance, see [5].
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a single electron does not interact with itself, while the second equation states that

a single electron does not possess any correlation energy [53]. Unfortunately, no

exchange-correlation functional at LDA, GGA, or meta-GGA level satisfies both

of the conditions simultaneously36 [118].

Although the self-interaction vanishes in the thermodynamic limit for delo-

calized states [119], the SIE remains particularly critical for spatially localized

electronic states for molecules and crystals [52]. The delocalized electrons move

fast, thus experiencing mainly the LDA mean-field potential. The localized elec-

trons reside on each atomic site for so long that the surroundings must respond

to their presence [120]. But the lack of self-interaction cancellation leads to an ar-

tificial overdelocalization of electrons [117]. For this reason, the problems of DFT

approaches are most severe in systems where the electrons tend to be localized37

and strongly interacting, e.g., strongly correlated materials. The well-known ex-

amples of such systems are the crystalline transition-metal oxides with localized

d electron states38 as well as compounds with localized f electrons. Large self-

interaction also characterizes localized core states together with interface, surface,

and impurity systems [119,122].

If the SIE arose only in one-electron systems, it would be easy to apply the cor-

responding corrections. But the problem manifests itself in many-electron cases,

therefore the SIE of a particular exchange-correlation approximation is much more

difficult to quantify and correct. However, Perdew and Zunger [69] proposed a

simple self-interaction correction (SIC) scheme which eliminates all spurious self-

interaction terms orbital by orbital. Despite its apparent simplicity, the practical

implementation of the self-interaction corrected density functional theory (SIC-

DFT) is rather complicated due to the fact that the SIC-DFT equations do not

share the same potential for all orbitals [51]. Instead, the SIC exchange-correlation

potentials become orbital dependent, and since the KS orbitals thereby are not

solutions to the same Hamiltonian, one cannot in general be sure that the orbitals

are orthogonal [52].

36It is interesting to note that by construction LYP and TPSS correlation functionals satisfy
(2.70), whereas VWN and PBE do not.

37In general, DFT approximations provide the best combination of accuracy and efficiency as
long as overdelocalization effects do not poison their performance [121].

38To be concrete, the most prominent cases are MnO, FeO, CoO, and NiO.
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The performance of SIC-DFT compared to the regular DFT might be am-

bivalent [118]. On one hand, SIC improves activation barriers of chemical re-

actions [123–125] and nuclear magnetic resonance chemical shifts [126]. On the

other hand, it provides little or no improvement for reaction energies [123, 127]

and results in too short bond lengths for molecules [127]. Concerning merely

the solid-state calculations, a significant improvement in the description of both

bulk and surface electronic properties for a variety of materials has been ob-

served [72, 128, 129]. On the whole, SIC may affect plenty of phenomena encom-

passing, among others, surface reconstructions, adsorbtion and diffusion of atoms

and molecules on surfaces, doping in semiconductors, alloys, homojunctions, and

heterojunctions. Nevertheless, one should take into account that the discrep-

ancies between theoretical and experimental results which are not attributable

to the self-interaction should not be expected to disappear within the SIC-DFT

framework [119].

In addition to the SIC-DFT scheme, there are several other methods for SIE

problem ranging from conceptually straightforward DFT + U [130] to more so-

phisticated and computationally heavy quasiparticle Green function (GW) ap-

proach [131] or dynamical mean-field theory (DMFT) implementation [132]. It is

interesting to note that the inclusion of non-local HF exchange into the hybrid

functionals also efficiently cancels the self-interaction effects [133]. This gives a

great improvement in the predicted electronic and magnetic properties [134–137]

at a fraction of computational cost required for more complex techniques.

2.8 Strongly Correlated Systems

Correlation effects play a significant role practically in all materials [51]. The most

simple example to consider is the chemical bonding of a H2 molecule. For the two

electrons involved, Heitler and London [138] suggested the following correlated

ground-state wavefunction

Ψ(x1,x2) =
1

2
[ψ1(r1)ψ2(r2) + ψ2(r1)ψ1(r2)](α1β2 − β1α2), (2.71)
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where the functions ψ1,2(r) are centred on atoms 1 and 2, and the spin functions

α and β denote the spin-up and spin-down states, respectively. In this case,

Ψ(x1,x2) does not contain ionic configurations in which both electrons are centred

at one atom. It means that the mutual Coulomb repulsion of the two electrons

is kept low because they are well separated. However, this is at the expense of

their kinetic energy which would be lowered if the above restriction is dropped.

Therefore, the implicit assumption of the Heitler-London approach is that the

mutual Coulomb repulsion of the electrons is more important than their kinetic

energy gain due to the delocalization. In other words, we are dealing with the

strongly correlated electrons.

Quite an opposite view is taken by the molecular-orbital approximation based

on the independent-electron description. Here, the antisymmetric wavefunction is

given by

Ψ(x1,x2) =
1√
23
[ψ1(r1)ψ1(r2) + ψ2(r1)ψ2(r2)

+ ψ1(r1)ψ2(r2) + ψ2(r1)ψ1(r2)](α1β2 − β1α2). (2.72)

The electrons move independently of each other and the chance to find both of

them at the same atomic site, or ionic configuration, is 1
2
. Their kinetic energy

is optimally lowered, but their Coulomb repulsion remains relatively large. Thus,

(2.72) will be a reasonable description of the true wavefunction only when the

kinetic energy gain due to the spreading of electrons over both atoms dominates

the mutual electron repulsion [52]. This is the case of weakly correlated electrons.39

The same competition between the tendency towards delocalization leading to

band formation and the tendency to localization leading to atomic-like behaviour

is found in solids [139]. The kinetic energy gain caused by delocalization depends

on how strong is the overlap of electronic wavefunctions with neighbouring atoms.

Thus, s and p electrons of the valence band are less correlated in their motions

than, e.g., f electrons of an incomplete f shell, since the latter are closer to

the nuclei and their wavefunction overlap with the neighbouring sites is small.

Besides, the relatively extended wavefunctions of s and p electrons result in a small

39In reality, a H2 molecule is between the two limits defined by (2.71) and (2.72).
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Coulomb repulsion compared to that of 4f electrons. In fact, 4f electrons are the

strongest correlated valence electrons and describing then within an independent-

particle approximation does not make much sense.

On the whole, strongly correlated systems with open 3d, 4f , and 5f shells

have many remarkable properties and transitions between distinct, competing

phases with dramatically different electronic and magnetic orders [140]. Due to

the substantial Coulomb repulsion, the strongly correlated electrons, especially

in metals [38], cannot be properly described as embedded in a static mean field

generated by the other electrons. The influence of an electron on the others is

simply too pronounced for each to be treated independently [141]. The effective

one-particle model breaks down and the wavefunction of the system becomes

essentially many-body-like, represented by combinations of Slater determinants

[139]. For this reason, the traditional DFT approaches are not accurate enough

when applied to the strongly correlated systems indicating the need for more

sophisticated methods.40

40Like SIC-DFT or DFT + U in simpler cases and GW or DMFT for more complicated ones.
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Chapter 3

Computational Details

3.1 General Parameters

The first-principles periodic calculations were carried out using CRYSTAL09 [142]

code, in which the crystalline wavefunctions are expanded as a linear combination

of atom-centred Gaussian orbitals (LCAO). Equilibrium atomic positions and lat-

tice constants were obtained using analytical gradients of the total energy with

respect to atomic coordinates and unit-cell parameters within the quasi-Newton

algorithm. The Hessian matrix containing numerical second derivatives of the

total energy was updated by means of the Broyden-Fletcher-Goldfarb-Shanno

scheme [143–147]. The initial values of Hessian matrix were generated using a

classical model proposed by Schlegel [148, 149]. Optimization convergence was

checked on the root-mean-square (RMS) and the absolute magnitude of the largest

components of both the gradients and the estimated nuclear displacements. The

optimization was considered complete when these four parameters satisfied the de-

termined thresholds which for the RMS values of gradients and displacements were

set to 0.00006 and 0.00012 atomic units (a.u.), respectively. The maximum allowed

gradients and displacements were 1.5 times larger. In order to improve the self-

consistence field convergence, the Kohn-Sham matrix mixing technique together

with modified Broyden’s scheme [150] or Anderson’s method [151] was applied.

The default values of truncation criteria for bielectronic integrals were modified to

tighter ones by setting the overlap thresholds for exchange and Coulomb integrals

to 10−7 for orthorhombic and to 10−9 for tetragonal and cubic phases of SrRuO3,

and to 10−8 for rhombohedral LaNiO3. Analogously, the tolerance on change in

total energy was tightened to 10−9 a.u. for tetragonal and cubic phases, whereas

for the computationally heavier orthorhombic phase the parameter was set to 10−7

a.u. For LaNiO3, the tolerance was increased to 10−8 a.u. The initial amounts of

asymmetric k points in the irreducible Brillouin zone used for cubic, tetragonal,
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Table 3.1 Combinations of applied strains, associated space group symmetries,
numbers of k points in the irreducible Brillouin zone, and coefficients of a quadratic
term in the polynomial fitting of the total energy-strain curve for SrRuO3.

Strain tensor ε Initial symmetry
Symmetry under

deformation

No. of k

points
Coefficient of δ2







δ 0 0

0 0 0

0 0 0







Cubic, No. 221 (Pm3̄m)

Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

Tetr., No. 123 (P4/mmm)

Orth., No. 72 (Ibam)

Orth., No. 62 (Pbnm)

196

428

125

V0

2
C11







0 0 0

0 δ 0

0 0 0






Orth., No. 62 (Pbnm) Orth., No. 62 (Pbnm) 125 V0

2
C22







0 0 0

0 0 0

0 0 δ







Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

244

125
V0

2
C33







δ 0 0

0 δ 0

0 0 0







Cubic, No. 221 (Pm3̄m)

Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

Tetr., No. 123 (P4/mmm)

Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

301

244

125

V0

2
(2C12+C11+C22)







δ 0 0

0 0 0

0 0 δ







Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

Orth., No. 72 (Ibam)

Orth., No. 62 (Pbnm)

428

125
V0

2
(2C13+C11+C33)







0 0 0

0 δ 0

0 0 δ






Orth., No. 62 (Pbnm) Orth., No. 62 (Pbnm) 125 V0

2
(2C23+C22+C33)







0 0 0

0 0 δ

0 δ 0







Cubic, No. 221 (Pm3̄m)

Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

Orth., No. 65 (Cmmm)

Mon., No. 15 (C/2c)

Mon., No. 14 (P21/c)

301

744

170

2V0C44







0 0 δ

0 0 0

δ 0 0






Orth., No. 62 (Pbnm) Mon., No. 14 (P21/c) 170 2V0C55







0 δ 0

δ 0 0

0 0 0







Tetr., No. 140 (I4/mcm)

Orth., No. 62 (Pbnm)

Orth., No. 69 (Fmmm)

Mon., No. 14 (P21/c)

428

170
2V0C66

and orthorhombic SrRuO3 were 84, 349, and 125, respectively. However, under

Cαβ related deformations these numbers, as well as space group symmetries of the

system, have changed — see Table 3.1 for details. In case of LaNiO3, the number

of k points was confined to 417.

In CRYSTAL09, while numerically evaluating DFT exchange-correlation con-

tribution, grid points are generated using Gauss-Legendre radial quadrature and

Lebedev two-dimensional angular point distribution. In this study, an extra large

grid was used which contains 75 radial points and 974 angular points in the most

accurate integration region. Concerning the basis sets, small-core Hay-Wadt pseu-

dopotentials [152] (PPs) corresponding to 28 core electrons (1s22s22p63s23p63d10)

were applied for both Sr and Ru atoms. The remaining part (4s24p65s2) of the

basis set for Sr was taken from the strontium titanate study [153], whereas for

Ru (4s24p64d75s1) it was adopted from the modified LANL2DZ basis set [154].
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In order to avoid numerical problems usually caused by too diffuse valence func-

tions overlapping with the core functions of the neighbouring atoms, the expo-

nents smaller than 0.08 bohr−2 were removed. The outermost p shell exponent

αp = 0.083 bohr−2 was decontracted and, together with the most external d shell

exponent αd = 0.1501 bohr−2, optimized by attempting to minimize the total

energy per unit cell with the lattice constants and atomic positions fixed at ex-

perimental values. After optimization, the corresponding p and d exponents were

set to 0.1301 and 0.1329 bohr−2, respectively. For O, the all-electron basis set

with a double set of d functions was taken from [155]. In case of LaNiO3, the

all-electron basis sets were applied for O as well as for Ni atoms [156], while for

La atom small-core Hay-Wadt PP (1s22s22p63s23p63d104s24p64d10) was combined

with the remaining part (5s25p65d16s2) used in LaMnO3 study [157].

We would like to remark that PBE, SOGGA, and WC exchange functionals

were used with the correlation part of PBE, whereas the PBEsol exchange func-

tional was employed with the correlation part of PBEsol and PBE. A separate

notation PBEsolPBE was introduced for the latter combination.

Our additional molecular HF study for LaNiO3 was performed using DIRAC08

[158] and GAUSSIAN03 [159] computer codes. The lattice constants and tetrago-

nally distorted structure of LaNiO3 unit cell with 15 atoms were adopted from [9].

For comparison purposes, we have carried out two HF calculations employing

non-relativistic (GAUSSIAN03) and 2-component relativistic (DIRAC08) Hamil-

tonians. The latter one is obtained after Barysz-Sadlej-Snijders transformation of

the Dirac Hamiltonian in the finite basis set [160]. For relativistic calculations,

we have reduced the recommended convergence criterion1 (norm of the electronic

gradient) to 10−5, because we were only interested in binding energy. The rela-

tivistic all-electron double-zeta basis set for La developed with the Dirac-Coulomb

Hamiltonian was taken from [161]. The non-relativistic equivalent was constructed

from Hay-Wadt PP combined with the original part for the rest of electrons given

therein. For Ni and O atoms, we have confined to standard 3-21G [162] and

STO-2G [163] basis sets, respectively, noticeably reducing computational time.

1With the exception of this setting, the default computational parameters were used for both
DIRAC08 and GAUSSIAN03.
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All the calculations presented herein are non-magnetic. On one hand, LaNiO3

is a paramagnetic material and SrRuO3 loses its ferromagnetism above 160 K. On

the other hand, the experimentally measured polycrystalline elastic parameters as

well as lattice constants of tetragonal and cubic phases of SrRuO3 can be solely

found for the paramagnetic configuration. Therefore, the non-magnetic treatment

appears to be a better choice for the direct comparison to the available experiment.

3.2 Elastic Constants

Under a linear elastic deformation, solid bodies are described by Hooke’s law. In

the tensorial form, it can be expressed as

σij =

3
∑

k,l=1

Cijklεkl, (3.1)

where i, j, k, and l are the indices running from 1 to 3, σij is the stress, εkl is

the strain, and Cijkl is a fourth-rank stiffness or elastic constants tensor having 81

components. In general, elastic constants describe the material’s resistance against

an externally applied strain. The symmetry relation Cijkl = Cjikl = Cijlk = Cklij

reduces the number of independent components to 21, which in turn can be further

reduced if the material under consideration possesses its own symmetry. According

to Voigt notation (11 → 1, 22 → 2, 33 → 3, 23 = 32 → 4, 13 = 31 → 5,

12 = 21 → 6), the Cijkl components can be arranged in a symmetric 6×6 matrix.

Then, (3.1) can be written as [164]

σα =

6
∑

β=1

Cαβεβ, (3.2)

where

σα = σij , (3.3)

εβ = εkl if β = 1, 2 or 3, (3.4)

εβ = 2εkl if β = 4, 5 or 6. (3.5)
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The relation (3.2) for the stresses expressed in the strains can be inverted to give

strains in terms of the stresses

εα =
6
∑

β=1

Sαβσβ , (3.6)

in which the compliance matrix Sαβ is inverse to the stiffness matrix Cαβ.

The total energy of the distorted crystal’s unit cell can be expressed through

a Taylor series in terms of the strains

E(ε) = E0 +

6
∑

α=1

∂E(ε)

∂εα

∣

∣

∣

∣

ε=0

εα +
1

2

6
∑

α,β=1

∂2E(ε)

∂εα∂εβ

∣

∣

∣

∣

ε=0

εαεβ + . . . , (3.7)

where E0 = E(0) refers to the equilibrium configuration. Having in mind the

relations [165]

σα =
1

V0

∂E(ε)

∂εα

∣

∣

∣

∣

ε=0

(3.8)

and

Cαβ =
1

V0

∂2E(ε)

∂εα∂εβ

∣

∣

∣

∣

ε=0

, (3.9)

(3.7) equation may be written in the form of

E(ε) = E0 + V0

6
∑

α=1

σαεα +
V0
2

6
∑

α,β=1

Cαβεαεβ + . . . , (3.10)

where V0 denotes the volume of the unstrained unit cell. If the crystalline struc-

ture is fully relaxed, the linear term in (3.10) is equal to zero and the second-order

elastic constants can be obtained by evaluating total energy as a function of the

applied strains. However, in order to remain in the linear regime, the deformation

of the crystal should be sufficiently small. In this study, the magnitude of the

applied strains δ was varied between −0.03 and 0.03 with a step2 of 0.005 for 9

different deformations (see Table 3.1) that correspond to the appropriate elastic

constants or their combinations. The energy-strain curve of the deformed struc-

tures (3.10) was fitted with polynomials in order to extract the coefficient of a

quadratic term δ2 which possesses the required data for the evaluation of elastic

2With several exceptions for tetragonal and orthorhombic phases of SrRuO3, see Section 5.5
in Chapter 5.
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constants. For a better stability, the polynomials up to order 5 were used during

the fitting procedure. While computing the total energy under deformations, the

internal atomic positions were allowed to relax with the deformed cell shape and

volume remaining fixed.

3.3 Mechanical Stability and Macroscopic Elas-

tic Parameters

A solid in equilibrium is mechanically stable if under arbitrary but small de-

formations the quadratic term in (3.10) is positive definite for all real values of

strains unless the strains are zero. This determines restrictions, expressed in the

form of inequalities, for the elastic constants [164]. For the cubic, tetragonal, and

orthorhombic crystalline structures the necessary conditions for the mechanical

stability are given by [166]:

C11 > 0, C44 > 0, (C11 − C12) > 0, (C11 + 2C12) > 0; (3.11)

C11 > 0, C33 > 0, C44 > 0, C66 > 0,

(C11 − C12) > 0, (C11 + C33 − 2C13) > 0, (2C11 + C33 + 2C12 + 4C13) > 0;

(3.12)

C11 > 0, C22 > 0, C33 > 0, C44 > 0, C55 > 0, C66 > 0,

(C11 + C22−2C12) > 0, (C11 + C33 − 2C13) > 0, (C22 + C33 − 2C23) > 0,

(C11 + C22 + C33 + 2C12 + 2C13 + 2C23) > 0;

(3.13)

respectively.

Since elastic properties of materials can be described in different ways, differ-

ent relations between single-crystal and polycrystalline parameters exist. As was

suggested by Voigt [167], the polycrystalline bulk (B) and shear (G) moduli can

be expressed in the appropriate combinations of single-crystal elastic constants

Cαβ:

BV =
1

9
[C11 + C22 + C33 + 2(C12 + C13 + C23)], (3.14)
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GV =
1

15
[C11 + C22 + C33 − C12 − C13 − C23 + 3(C44 + C55 + C66)]. (3.15)

Analogously, Reuss [168] has derived the bulk and shear moduli expressions in

terms of compliance constants Sαβ :

BR = [S11 + S22 + S33 + 2(S12 + S13 + S23)]
−1, (3.16)

GR = 15[4(S11 + S22 + S33 − S12 − S13 − S23) + 3(S44 + S55 + S66)]
−1. (3.17)

Voigt has based his formulation on the assumption that the strain is uniform

throughout the sample, whereas the stress can be discontinuous. Reuss, on the

contrary, has assumed that the stress is uniform allowing the strain to be dis-

continuous. Since in the first model the forces between the grains will not be in

equilibrium, and in the second the distorted grains will not fit together, Hill [169]

has shown that, for any crystalline structure, the assumptions of Voigt and Reuss

correspondingly lead to an upper and lower bounds of B and G. In solid-state

physics, it is common to use the arithmetic average of Voigt and Reuss bounds for

the evaluation of B and G. It is called the Voigt-Reuss-Hill (VRH) approximation:

XVRH =
1

2
(XV +XR), X ≡ B,G. (3.18)

Regarding the general relations between Poisson’s ratio (ν), bulk, shear, and

Young’s (Y ) moduli [164], the VRH approximation for ν and Y can be written in

the form of

νVRH =
3BVRH − 2GVRH

2(3BVRH +GVRH)
, (3.19)

YVRH =
9BVRHGVRH

3BVRH +GVRH
. (3.20)

Alternatively, the bulk modulus can be evaluated by fitting the total energy as a

function of volume to the third order Birch-Murnaghan (BM) equation of state

[170]:

E(V ) = E0 +
9V0B

16





[

(

V0
V

)
2

3

− 1

]3

B′ +

[

(

V0
V

)
2

3

− 1

]2 [

6− 4

(

V0
V

)
2

3

]



 ,

(3.21)
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in which E0 and V0 denote the total energy and volume of equilibrium configura-

tion, respectively, whereas V is the volume of deformed structure and B′ stands

for the pressure derivative of bulk modulus. The procedure is based on the con-

stant volume but full geometry optimization under ε11 = ε22 = ε33 = δ (remaining

εkl = 0) deformations of the unit cell. For each phase of SrRuO3, 11 points were

fitted within the range of 0.92–1.08 variation of the initial volume V0. Since in

this study all the aforementioned macroscopic elastic parameters by default are

presented using VRH approximation, the bulk modulus and its pressure derivative

obtained from the BM equation of state will be correspondingly denoted as BBM

and B′

BM.

For polycrystalline material, the longitudinal (vL) and transverse (vT) sound

velocities can be written in terms of bulk and shear moduli obtained within the

VRH approximation [164]:

vL =

√

3BVRH + 4GVRH

3̺
, (3.22)

vT =

√

GVRH

̺
, (3.23)

where ̺ denotes the mass density. The Debye temperature then has the form

θD =
~v̄

kB

(

6π2N

V0

)
1

3

, (3.24)

where

v̄ =

(

1

3

[

1

v3L
+

2

v3T

])

−
1

3

(3.25)

stands for an average sound velocity, N is the number of atoms per unit cell, and

V0 is its volume.
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Chapter 4

Calculations of LaNiO3

4.1 Crystalline Structure

Under ambient conditions, bulk LaNiO3 crystallizes in a rhombohedral structure

of space group R3̄c (No. 167) shown in Figure 4.1. This material also exhibits

equal in magnitude out-of-phase rotations of NiO6 octahedra — the following rota-

tion system is classified according to Glazer notation1 [171] as a−a−a−. Similarly

to other rhombohedrally distorted perovskites, LaNiO3 undergoes a temperature-

induced rhombohedral-to-cubic phase transition upon heating to high tempera-

tures [10]. However, LaNiO3 shows no metal-to-insulator transition retaining its

metallic-like behaviour and paramagnetism in a wide range of temperatures [172].

Having in mind that many inherent material properties including phonon fre-

quencies, elastic constants, and the possibility of structural phase transitions are

critically dependent on change in volume [71,85], we primarily focus our attention

on the accuracy of the calculated lattice constants and other structural parame-

ters. The obtained values together with low-temperature experimental data are

presented in Table 4.1. The mean absolute relative error (MARE) was evaluated

according to the expression

MARE =
100

n

n
∑

i=1

∣

∣

∣

∣

pcalc.
i − pexpt.

i

pexpt.
i

∣

∣

∣

∣

, (4.1)

in which pcalc.
i and pexpt.

i are the calculated and experimental values of the consid-

ered parameter.2 Notation PBE0 corresponds to the concept of the hybrid scheme

1In Glazer notation, rotation system is written as a∗b∗c∗ where the Latin letters specify the
corresponding rotation angles around x, y, and z axes, while the superscripts indicate whether
adjacent octahedra along a given axis rotate in-phase (+), out-of-phase (−), or not at all (0).

2Note that here and hereafter we did not apply the zero-point anharmonic expansion (ZPAE)
corrections for the experimental data. On one hand, the ZPAE corrections are straightforwardly
applicable only for the cubic systems [173]. On the other hand, ZPAE can expand the equilibrium
lattice constant by 1% for light atoms like Li and much less for heavy atoms [100], thus it should
not have a noticeable influence on materials like LaNiO3 or SrRuO3.

56



Figure 4.1 The crystalline structure of rhombohedral (R3̄c) LaNiO3. The struc-
tural parameters are presented in Table 4.1.

given by (2.68) where the part of HF mixing is varied from 15 to 40%.

As it could be expected, Table 4.1 reveals that LDA and PBE functionals tend

to underestimate and overestimate lattice constant of LaNiO3, respectively. As

a direct consequence, this tendency is also reflected in a deviation of the volume

values. However, the following results are in a good agreement with the recent

plane-wave calculations [5, 10] demonstrating the reliability of our chosen basis

set. Although the PBEsol exchange-correlation functional appears worse than

PBE for the evaluation of the Ni-O-Ni bond angle, its performance for the most

important structural parameters — a, α, and V — is truly impressive. The overall

performance given by MARE leaves no doubt that the precise value of the second-

order gradient expansion for exchange (2.59) has a huge impact on the crystalline

structure of LaNiO3.3

Interestingly, the inclusion of some part of the exact HF exchange — as it is

in the PBE0 scheme — has a noticeable influence on the performance of PBE

3Notice that PBE and PBEsol functionals differ in the choice of parameters µ and β. But
since the exchange energy in solids is larger than the correlation energy, we make an assumption
that results should depend more sensitively on changes in µ.
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Table 4.1 Calculated structural parameters of rhombohedral LaNiO3 compared
to the experimental data [174] at 1.5 K. Lattice constant a and bond distance
Ni-O are given in Å, volume V is given in Å3, angles α, Ni-O-Ni, and O-Ni-O
are given in degrees. MARE (in %) stands for the mean absolute relative error.
The numbers in brackets (in %) represent absolute relative errors for each of the
considered parameters.

LDA PBEsol PBE
PBE0 with percentage HF mixing

Expt.
15% 20% 25% 30% 35% 40%

a 5.338 5.378 5.447 5.417 5.407 5.398 5.388 5.380 5.371 5.384

(0.85) (0.11) (1.17) (0.62) (0.44) (0.26) (0.08) (0.08) (0.24)

α 60.72 60.94 61.13 60.69 60.59 60.46 60.41 60.30 60.20 60.86

(0.23) (0.13) (0.44) (0.28) (0.44) (0.65) (0.74) (0.92) (1.08)

V 109.30 112.29 117.15 114.16 113.29 112.38 111.64 110.84 110.06 112.48

(2.82) (0.17) (4.15) (1.49) (0.72) (0.09) (0.75) (1.46) (2.15)

Ni-O 1.907 1.927 1.960 1.937 1.930 1.923 1.917 1.912 1.905 1.933

(1.35) (0.27) (1.40) (0.18) (0.16) (0.52) (0.80) (1.11) (1.43)

Ni-O-Ni 168.78 166.87 164.61 167.66 168.52 169.63 170.42 171.56 172.97 164.82

(2.40) (1.24) (0.13) (1.72) (2.25) (2.92) (3.40) (4.09) (4.94)

O-Ni-O 89.12 88.83 88.54 89.08 89.21 89.37 89.45 89.59 89.72 88.78

(0.38) (0.07) (0.27) (0.34) (0.49) (0.67) (0.75) (0.91) (1.06)

MARE 1.34 0.33 1.26 0.77 0.75 0.74 0.96 1.43 1.82

functional. As the amount of HF mixing increases from 30 to 40%, the MARE

gets doubled and worsens the results of PBE, but within the range from 15 to

25% it remains at ∼0.75% showing an improvement over PBE. Yet, despite the

following trend, the best result of PBE0 is still more than two times worse com-

pared to that of PBEsol: 0.74 against 0.33%. If one would take into account

the computational time and resources required for the calculations, PBEsol would

have another advantage over the hybrid scheme of PBE0. Thus, to sum up, it

can be stated that PBEsol appears to be the best choice among the considered

functionals for the study of the crystalline structure of rhombohedral LaNiO3.

4.2 Electronic Structure

Since calculations of the crystalline structure show that deviations from the exper-

imentally observed geometry are functional-dependent, we have decided to apply

the experimental lattice parameters while investigating the electronic structure of

LaNiO3. On one hand, it allows us to eliminate the differences that may rise due

to the non-equivalent geometries distorting the direct comparison between various

58



functionals. On the other hand, the exchange-correlation functional of PBEsol ex-

hibits a very close resemblance to the experiment meaning that discrepancies in

the electronic structure obtained with its own and experimental atomic positions

should be negligible. For this reason, PBEsol was also chosen for demonstrating

density of states (DOS), band structure, and electron density difference map of

LaNiO3.

The hard X-ray photoemission spectroscopy (HAXPES) spectrum of LaNiO3,

shown in Figure 4.2, is composed of three main regions. The lowest binding energy

region in the vicinity of the Fermi level (EF) contains a broad peak labelled A,

above it lie four prominent peaks labelled B, C, D, and E, and the highest binding

energy region contains another sharp peak labelled F. A detailed structure of peak

A is presented in separate Figure 4.7. The total and projected DOS (PDOS)

calculated using pure DFT approximation and the hybrid scheme with 30% of HF

mixing are shown in Figures 4.3 and 4.4, respectively. Among all considered HF

mixings, the latter was chosen due to its closest correspondence to the core region

of the experimental spectrum (see Table 4.2). For a more accurate comparison,

plots of the calculated DOS were broadened with Gaussian functions (FWHM =

0.6 eV)4 to account for the experimental resolution.

The analysis of Figures 4.3 and 4.4 reveals that the valence band is mainly

formed by Ni 3d and O 2p orbitals, whereas the upper core band is formed by La

5p and O 2s orbitals. The lower core band is essentially dominated by a pure La 5s

shell. One can also notice a strong hybridization between Ni 3d and O 2p orbitals

as well as a weak appearance of La 5d states in the valence region indicating

significant and negligible covalent contributions to Ni-O and La-O chemical bonds,

respectively (see Table 4.4 and Figure 4.9 for more details).

By comparing calculated and experimental spectra it can be noted that Figures

4.3 and 4.4 exhibit only three peaks in the La 5p/O 2s region, whereas in Figure

4.2 four peaks B, C, D, and E are distinguished. As our results show a very good

qualitative agreement with the plane-wave based calculations [9,10,172], it took us

awhile to find out the actual reason for the discrepancy. And, surprisingly enough,

it proved to be by no means straightforwardly approachable. Since LaNiO3 can

4FWHM stands for the full width at half maximum.
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Figure 4.2 HAXPES (hν = 3000 eV) spectrum of LaNiO3−x thin film grown onto
monocrystalline (100)-plane oriented NdGaO3 substrate: (1) experimental data
(dots), Shirley background (thick solid line), and spectrum envelope (thin solid
line), (2) least-squares fitted spectral components (dashed lines) [175].
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Figure 4.3 The total and projected DOS of LaNiO3 calculated using PBEsol
exchange-correlation functional.
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Figure 4.4 The total and projected DOS of LaNiO3 calculated using hybrid PBE0
exchange-correlation functional with 30% HF mixing.

be considered as a heavy-element system, we made an assumption that fully rel-

ativistic treatment may have a great qualitative improvement on the calculated

electronic structure. Thus, to evaluate not only scalar relativistic effects but also

a spin-orbit interaction we carried out a computationally demanding relativistic

HF study with DIRAC08. Although it has been made only at molecular level, La

5p/O 2s DOS presented in Figure 4.5(a) shows a good qualitative agreement with

the structure of experimental spectrum, confirming our assumption. The doublet

splitting of La 5p indicates that experimental peaks B and C should belong to La

5p3/2 and 5p1/2, respectively. Considerable shift in binding energy, seen in Figure

4.5(a), is most likely induced due to lack of strong crystalline field and electron

correlation effects. Corresponding non-relativistic HF calculations performed with

GAUSSIAN03 are presented in Figure 4.5(b). As it could be expected, they nicely

agree with the structure of DOS calculated using CRYSTAL09.

As our theoretical investigation performed with CRYSTAL09 reproduces one

La 5p peak instead of two with J = 1/2 and J = 3/2, we labelled it B/C and,
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Figure 4.5 The total and projected DOS of La 5p/O 2s region calculated at
molecular HF level using: (a) DIRAC08 with relativistic Hamiltonian and (b)
GAUSSIAN03 with non-relativistic Hamiltonian.

for a comparison, applied a simple expression which evaluates mean experimental

binding energy of La 5p:

E5p =
E5p3/2 [J3/2] + E5p1/2 [J1/2]

[J3/2] + [J1/2]
, (4.2)

where [Jx] = 2x+ 1 expresses statistical weight of the energy level.

A comparison between the binding energies of experimental peaks D, E, F,

mean value B/C, and corresponding calculated values is presented in Table 4.2.

This table demonstrates that pure DFT calculations tend to underestimate bind-

ing energies of the core level states with MARE reaching ∼15%. In the meantime,

hybrid scheme significantly improves the description of the peak positions, since

at 30% of HF mixing MARE gets reduced to ∼3%. Interestingly, this optimum

percentage of the exact HF exchange is very close to the theoretically ideal value

of 25% showing a correlation with the results of structural parameters given in

Table 4.1. It appears that there is no need to exceed 30% of HF mixing in PBE0

for the proper representation of crystalline and electronic structure of LaNiO3.

The visual depiction of the shift in binding energy determined by the included
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Table 4.2 Calculated binding energies (in eV) for the major energy peaks in the
core region of the LaNiO3 spectrum compared to the experimental data [175].
MARE (in %) stands for the mean absolute relative error. The numbers in brack-
ets (in %) represent absolute relative errors for each of the considered peaks.

LDA PBEsol PBE
PBE0 with percentage HF mixing

Expt.
15% 20% 25% 30% 35% 40%

B/C 14.02 14.25 14.39 15.55 15.97 16.40 16.85 17.25 17.69 16.67

(15.93) (14.50) (13.69) (6.71) (4.20) (1.62) (1.08) (3.48) (6.12)

D 17.26 17.49 17.60 19.35 20.02 20.58 21.26 21.84 22.56 20.97

(17.72) (16.58) (16.07) (7.73) (4.53) (1.86) (1.38) (4.15) (7.58)

E 18.43 18.62 18.75 20.50 21.12 21.75 22.38 23.04 23.71 23.56

(21.78) (20.98) (20.42) (12.99) (10.36) (7.68) (5.01) (2.21) (0.64)

F 30.85 31.06 31.34 33.09 33.72 34.35 34.97 35.61 36.23 33.51

(7.93) (7.30) (6.46) (1.25) (0.63) (2.51) (4.36) (6.27) (8.12)

MARE 15.84 14.84 14.16 7.17 4.93 3.42 2.96 4.03 5.62
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Figure 4.6 The comparison of total DOS of LaNiO3 calculated within PBE0
framework at different percentage of HF mixing.

amount of exact exchange can be found in Figure 4.6. The following figure reveals

that the shape of DOS is basically independent of the chosen percentage of HF

mixing — the exact exchange solely affects the description of the peak positions.

Concerning the improvement of the hybrid functionals, it should be noted that

unlike the hybridized and thus delocalized valence electrons the core level states

retain their strongly localized electronic character. For this reason, the spurious

SIE common for DFT approximations drastically increases, since LDA and GGA

essentially describe non-interacting electrons moving in an effective self-consistent
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Figure 4.7 Detailed HAXPES spectrum of LaNiO3−x thin film in valence band
region: experimental data (circles), Shirley background (thick solid line), spec-
trum envelope (thin solid line), least-squares fitted spectral components (dashed
lines), and residual plot (squares) [175].

mean field. Although HF approximation is free of SIE, it omits correlation energy

and therefore does not properly represent the physics in correlated materials.

However, the incorporation of some amount of exact HF exchange into hybrid

functionals partly compensates for the SIE and in this way substantially improves

the results — as it could be seen from Table 4.2. In other words, the electronic

structure of LaNiO3 is a good example in which hybrid scheme can somewhat

serve as a reasonable alternative for more sophisticated SIC-DFT or DFT + U

methods.

Figure 4.7 presents a detailed structure of experimental spectrum in valence

band region with four peaks labelled A0, A1, A2, and A3. A comparison with the

calculations reveals that hybrid functionals fail to correctly reproduce the experi-

ment exhibiting only two significantly shifted spectral features. On the contrary,

DFT calculations demonstrate a fairly good agreement with energy peak posi-

tions A1, A2, and A3 (see Table 4.3). This result can be explained by the fact

that DFT approximations are perfectly consistent with the homogeneous electron

gas model. Since LaNiO3 shows a pronounced hybridization and also possesses

a strong metallic character (see Figure 4.8), Ni 3d and O 2p electrons in valence
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Table 4.3 Calculated binding energies (in eV) for the major energy peaks in
the valence region of the LaNiO3 spectrum compared to the experimental data
[175]. MARE (in %) stands for the mean absolute relative error. The numbers in
brackets (in %) represent absolute relative errors for each of the considered peaks.

LDA PBEsol PBE Expt.

A1 0.78 0.81 0.80 0.85

(8.82) (4.66) (6.12)

A2 2.08 2.19 2.25 2.54

(18.27) (13.86) (11.34)

A3 4.91 4.97 4.93 4.76

(3.11) (4.37) (3.55)

MARE 10.07 7.63 7.00

band can be considered as being effectively delocalized. The delocalized electrons

experience mainly the DFT mean-field potential, thus allowing the homogeneous

electron gas model to properly reproduce their properties. As hybrid function-

als incorporate some part of exact HF exchange to compensate for the SIE, they

behave well in regions where electrons preserve their strongly localized nature.

But in the meantime, valence band region gets rather overcorrected. Pure DFT

functionals due to spurious self-interaction underestimate binding energies in the

core region but correctly reproduce the delocalized valence band. Thus, by apply-

ing pure DFT approximations and their hybrid schemes for the different regions

of the binding energy spectrum it is possible to define the essential experimental

findings.

A comparison between the binding energies of experimental peaks A1, A2,

and A3 and corresponding calculated values is listed in Table 4.3. We do not

present the results of hybrid functionals because, as it was already mentioned,

they apparently fail in predicting the correct energy peak positions. Among the

remaining functionals, PBE and PBEsol demonstrate a very close performance

with MARE reaching ∼7%. LDA performs slightly worse since its MARE increases

to ∼10%. Although at first glance the values of MARE seem to be rather poor,

one should take into account that the largest absolute error does not exceed 0.46

eV. This result points to a high accuracy of our calculations. However, we did

not reproduce any structure that would correspond to a small peak A0 lying

in the vicinity of the Fermi level. The following spectral feature appears to be

related to an enhanced screening of electron-electron interaction which in turn
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Figure 4.8 The band structure of LaNiO3 calculated using PBEsol exchange-
correlation functional. The Fermi level is indicated by a horizontal dashed line.

leads to a renormalization of the electronic states at the Fermi level [10]. All of

the methods applied here exhibit overdelocalization of itinerant Ni 3d electrons,

since the precise treatment of this subtle phenomenon requires the inclusion of

dynamical screening effects which, unfortunately, are only available at the GW or

DMFT level.

Despite the inability to distinguish peak A0, the band structure obtained using

PBEsol exchange-correlation functional indicates a strong metallic character of

LaNiO3. As it can be seen in Figure 4.8, the intercross of the highest valence and

the lowest conduction bands leaves no place for the occurrence of the bandgap. It

once more confirms the idea that DFT approximations are able to reproduce the

most important experimentally observed properties of LaNiO3.

The electron density difference map obtained by subtracting the superposition

of spherical atomic charge distributions from the crystalline electron density is

shown in Figure 4.9. It should be stresses that unlike the plane-wave framework,

the LCAO approach directly allows this type of analysis. Figure 4.9 reveals that

electron density significantly increases at the O atom in the La-O bond direction,

whereas the La atom is mainly surrounded by negative isolines, implying that the

La-O bond has a predominantly ionic character. The decrease in electron density

at both O and Ni atoms gradually transforming to positive isolines within the

Ni-O bond shows a substantial covalent part in the Ni-O bond. The following
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Figure 4.9 The electron density difference map of LaNiO3 given as a differ-
ence between the crystalline electron density and the superposition of spherical
atomic charge distributions. Calculations were performed using PBEsol exchange-
correlation functional. Continuous, dotted-dashed, and dashed isolines represent
positive, zero value, and negative differences of density in comparison to the neu-
tral atoms, respectively. The isolines are drawn from −0.03 to 0.03 e/bohr3 with
a step of 0.0025 e/bohr3. La, O, and Ni atoms are at the top left, bottom left,
and bottom right side of the map, respectively.
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Table 4.4 Mulliken atomic charges Q (in e) and overlap populations OP (in 10−3

e) in LaNiO3 obtained using different functionals.

LDA PBEsol PBE
PBE0 with percentage HF mixing

15% 20% 25% 30% 35% 40%

Q(La) +2.453 +2.530 +2.514 +2.563 +2.578 +2.592 +2.605 +2.618 +2.631

Q(Ni) +0.946 +0.997 +1.025 +1.070 +1.086 +1.102 +1.118 +1.135 +1.151

Q(O) −1.163 −1.176 −1.180 −1.211 −1.221 −1.231 −1.241 −1.251 −1.261

OP (La-O) −10 −9 −9 −16 −18 −20 −23 −25 −27

OP (Ni-O) 144 142 142 136 134 134 132 130 128

pictorial representation confirms our previous remarks made on chemical bonding

in LaNiO3, as predominantly ionic nature of La-O bond is also indicated by a

much weaker hybridization than that of Ni-O atoms, apparently seen in Figures

4.3 and 4.4.

The Mulliken population analysis, also directly available using the LCAO ap-

proach, is given in Table 4.4. Although this sort of analysis is arbitrary and basis

set dependent, it demonstrates that our results differ from formal ionic picture of

La3+, Ni3+, and O2−. The Mulliken charges found for the La, Ni, and O atoms

are ∼ +2.5, ∼ +1, and ∼ −1.2, respectively, exhibiting a weak dependence on

the applied functionals. To be precise, one can notice that the atomic charges

tend to slightly increase as the part of the exact exchange included in calculations

gets larger. A high positive value of overlap population indicates a high degree

of covalency in the bond, while a value around zero implies an ionic bond. Thus,

within the accuracy of the Mulliken scheme, it can be concluded that the following

analysis, electron density difference map, and figures of DOS are in tune with each

other revealing a combination of covalent and ionic nature of LaNiO3. The ob-

tained results are consistent with findings from previous studies [172,176], despite

that in [176] LaNiO3 is more ionic, whereas in [172] it shows more covalency.
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Chapter 5

Calculations of SrRuO3

5.1 Crystalline Structure

At room temperature, bulk SrRuO3 crystallizes in an orthorhombic (space group

Pbnm, No. 62) GdFeO3-type perovskite structure, in which the RuO6 octahedra

are tilted according to a−a−c+ Glazer rotation pattern [see Figure 5.1(a)] [177]. As

the temperature increases up to 950 K, this compound undergoes a series of phase

transformations: an orthorhombic structure of SrRuO3 consecutively transforms

to tetragonal I4/mcm (No. 140), stable in the temperature range of 820–950 K,

and then to cubic Pm3̄m (No. 221) symmetry [40,44,178]. Concerning the recent

low-temperature studies, it has been reported [179] that the crystalline structure

of an orthorhombic phase remains practically invariable in the temperature range

of 1.5–290 K. This finding is perfectly consistent with the previously discovered

Invar effect [21] due to which the crystalline structure of SrRuO3 undergoes only

tiny changes below 160 K. What is more, SrRuO3 retains its metallic charac-

ter throughout the aforementioned high-temperature phases despite the fact that

ferromagnetic behaviour of this perovskite is lost above 160 K.

The calculated equilibrium lattice constants together with other structural

parameters of orthorhombic SrRuO3 are given in Table 5.1. Notice that we do

not present an analogous analysis for tetragonal and cubic phases of SrRuO3 due

to the thermal expansion which requires an extrapolation of high-temperature

experimental data to 0 K. The accuracy of such procedure may be insufficient

and thereby distort the results. Also, we did not include hybrid functionals in any

calculations of SrRuO3 because of their irrelevance for reproducing valence band

of metallic systems and demand for computational resources.

As in case of LaNiO3, Table 5.1 demonstrates that LDA and PBE function-

als respectively underestimate and overestimate lattice constants and volume of

SrRuO3. In the meantime, calculated values of the revised functionals fall within
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Figure 5.1 Schematic representation of (a) the crystalline structure of ground-
state orthorhombic (Pbnm) SrRuO3, (b) its RuO6 octahedra network under C44

related shear deformation, and (c) octahedral parameters. The tilting angle of
octahedra is defined through the relation Φ = (180◦−φ)/2, whereas rotation angle
is expressed as Θ = (90◦− θ)/2. Due to strain-induced structural transformation,
non-equivalent rotation angles for Ru1O6 and Ru2O6 exist [180].

the range between LDA and PBE and, most importantly, show a very good cor-

respondence to the experiment.1 If one would take MARE only for a, b, c, and V ,

the obtained results for LDA, PBEsol, and PBE would be 1.05, 0.22, and 2.08%,

correspondingly. It indicates a significant improvement in favour of the revised

scheme, despite that overall performance of LDA (1.03%) is just slightly worse

than that of PBEsol (0.87%). One can note that independently of the functional

used angles φ and θ are affected by larger relative errors than other lattice parame-

ters. This is because DFT calculations are less sensitive to the subtle arrangement

of octahedra compared to the stretching of interatomic distances.

1According to [82], revised functionals yield “good” theoretical values, since deviation from
the experiment does not exceed 0.5% for any of the lattice constant of orthorhombic SrRuO3.
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Table 5.1 Calculated structural parameters of orthorhombic SrRuO3 compared
to the experimental data [179] at 1.5 K. Lattice constants a, b, and c together
with bond distances Ru-O1, Ru-O21, and Ru-O22 are given in Å, volume V is
given in Å3, angles φ, θ, O1-Ru-O21, O1-Ru-O22, and O21-Ru-O22 are given in
degrees [see Figure 5.1(a) and (c)]. MARE (in %) stands for the mean absolute
relative error. The numbers in brackets (in %) represent absolute relative errors
for each of the considered parameters.

LDA SOGGA PBEsolPBE PBEsol WC PBE Expt.

a 5.527 5.556 5.558 5.568 5.570 5.631 5.556

(0.52) (0.00) (0.04) (0.22) (0.25) (1.35)

b 5.491 5.529 5.533 5.543 5.548 5.621 5.532

(0.74) (0.05) (0.02) (0.20) (0.29) (1.61)

c 7.779 7.824 7.828 7.841 7.846 7.937 7.845

(0.84) (0.27) (0.22) (0.05) (0.01) (1.17)

V 236.06 240.33 240.71 241.99 242.47 251.21 241.12

(2.10) (0.33) (0.17) (0.36) (0.56) (4.18)

φ 158.98 159.12 159.16 158.89 158.78 158.50 161.99

(1.86) (1.77) (1.75) (1.91) (1.98) (2.15)

θ 74.04 73.86 73.84 73.82 73.68 73.42 77.31

(4.23) (4.46) (4.49) (4.51) (4.70) (5.03)

Ru-O1 1.978 1.989 1.990 1.994 1.996 2.020 1.986

(0.40) (0.15) (0.20) (0.40) (0.50) (1.71)

Ru-O21 1.987 1.999 2.001 2.004 2.006 2.031 1.986

(0.05) (0.65) (0.76) (0.91) (1.01) (2.27)

Ru-O22 1.985 1.998 1.999 2.003 2.005 2.029 1.987

(0.10) (0.55) (0.60) (0.81) (0.91) (2.11)

O1-Ru-O21 90.39 90.33 90.31 90.28 90.27 90.13 90.33

(0.07) (0.00) (0.02) (0.06) (0.07) (0.22)

O1-Ru-O22 91.16 91.09 91.07 90.98 90.97 90.67 90.27

(0.99) (0.91) (0.89) (0.79) (0.78) (0.44)

O21-Ru-O22 91.43 91.32 91.30 91.31 91.30 91.18 91.07

(0.40) (0.27) (0.25) (0.26) (0.25) (0.12)

MARE 1.03 0.78 0.78 0.87 0.94 1.86

The fact that we used the same correlation functional for SOGGA, PBEsolPBE,

WC, and PBE allows us to present a few insights into the inner structure of

SrRuO3. Firstly, the step that leads from FPBE
X (s) to FPBEsol

X (s) seems to be the

most important for the accurate description of the lattice parameters of SrRuO3.

This can be easily noticed by comparing the results of PBEsolPBE and PBE, since

the only difference between these two functionals is the value of parameter µ, which

was set from µPBE = 0.2195 to µPBEsol =
10
81

≈ 0.1235. Secondly, the modification

of parameter β (βPBE = 0.0667 → βPBEsol = 0.046), which appears in the correla-

tion functional, has much less impact (seen from comparison between PBEsolPBE
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and PBEsol), indicating that the magnitude of the exchange energy is substan-

tially larger than the correlation energy. What is more, the change in the form of

the exchange enhancement factor for SOGGA and WC2 does not have a signifi-

cant influence on the overall performance compared to that of PBEsolPBE. This

allows to conclude that the PBE-like functionals with the parameter µ restored

back to 10
81

can be considered as simple but reliable tool for the investigation of the

crystalline structure of SrRuO3. For this reason, we choose PBEsol as a default

functional for the demonstration of SrRuO3 behaviour and properties throughout

the rest of the study.

A comparison to other calculations in which the revised functionals were

used [43] reveals similar trends and a reasonable quantitative agreement with

our results. Although we demonstrate a closer correspondence to the experiment,

it is important to note that in [43] the ferromagnetic configuration of SrRuO3 was

modelled.3 However, the match would be probably better if the same basis sets for

O and Ru atoms were applied. Especially for the latter, since basis sets optimized

in a system under consideration may provide an appreciable improvement.

5.2 Electronic Structure

The electronic structure of orthorhombic SrRuO3 obtained with PBEsol lattice

parameters is presented in Figure 5.2. For a better comparison with experimental

data, the plots of DOS were broadened with Gaussian functions (FWHM=0.5

eV).4 Here, it is seen that valence band is essentially formed by strongly hybridized

Ru 4d and O 2p orbitals with contribution from Sr 4d being negligible. What

is more, the sharp peak at the Fermi level is dominated by Ru 4d character,

whereas O 2p is more pronounced in the range of 2–8 eV below EF. This result

is nicely consistent with previous plane-wave DFT calculations [32, 37, 181, 182]

demonstrating high reliability from a theoretical perspective.

2See (2.44), then (2.61)–(2.63).
3Here and hereafter, we are modelling the paramagnetic behaviour of SrRuO3 by non-

magnetic calculations. The transition from ferromagnetic to paramagnetic state of SrRuO3

at 160 K practically does not affect its crystalline structure, therefore the non-magnetic calcu-
lations should give very close structural values to the ferromagnetic ones.

4Actually, to account for the instrumental resolution of HAXPES spectra (see Figures 5.4
and 5.5).
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Figure 5.2 The total and projected DOS of SrRuO3 calculated using PBEsol
exchange-correlation functional.

12 10 8 6 4 2 0

8 6 4 2 0

EF

 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Binding Energy (eV)

 

 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Binding Energy (eV)
E

F

Ru 4d PSW

Figure 5.3 UPS spectra of SrRuO3 thin film measured at Ru 4p → 4d on-
resonance (hν = 59.5 eV, filled circles) and off-resonance (hν = 45.5 eV, open
circles) conditions after annealing in ultra-high vacuum at 200 ◦C for cleaning
the surface of the sample. At the off-resonance condition, the contribution of
Ru 4d to the total spectrum is only due to the direct photoemission process
4p64dn+hν → 4p64dn−1+e, but, at the on-resonance condition, the contribution is
enhanced due to the additional excitation 4p64dn+hν → 4p54dn+1 → 4p64dn−1+e.
The inset demonstrates the extracted Ru 4d PSW by two different methods [183].
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The ultraviolet photoemission spectroscopy (UPS) spectra of SrRuO3, nor-

malized to the intensity of contaminant carbon monoxide peak5 at ∼10 eV, are

given in Figure 5.3. The relative variation of these valence band spectra measured

at on-resonance and off-resonance conditions is much larger for EF–2 eV region

compared to 2–8 eV region, confirming theoretical findings that Ru 4d states dom-

inate in the vicinity of EF, while O 2p states are mostly located at higher binding

energies. Moreover, the inset reveals that the extracted Ru 4d partial spectral

weight (PSW) spreads over a wide energy range6 and is in a good quantitative

accordance with Ru 4d PDOS in Figure 5.2, particularly for the bandwidth and

height ratio of peaks at EF and ∼6 eV. One can also notice that the intense Ru

4d coherent part7 of the spectrum near the Fermi level is clearly identified in

the experimentally extracted Ru 4d PSW. These observations make us believe

that a spectral weight transfer from coherent to incoherent feature resulting in

an apparent disagreement with DFT calculations — previously noticed for UPS

measurements with ex situ specimens8 [31–33,184–187] — could be eliminated by

applying an advanced handling of experimental data and/or relevant preparation

of samples. As it was suggested in [34], in situ grown and thus additional surface

cleaning free thin films may provide the best opportunity to employ photoemission

spectroscopy (PES) for studying intrinsic electronic structure of SrRuO3. Indeed,

in situ prepared specimens have exhibited noticeably sharper Ru 4d PSW at the

Fermi level [34,35], supporting the idea that the absence of coherent feature of the

spectrum — which is taken as a proof of strong electron correlation in SrRuO3

— could be originated by the contribution from the affected electronic structure

at the surface. It should be noted that less surface-sensitive X-ray PES measure-

5It is well known that a peak at around 10 eV rises due to the contaminations, most likely by
carbon monoxide, on the surface or within the specimen [34, 184]. Since O 2p photoionization
cross-section dependence on hν is similar to that of CO, the normalization to this peak allows
to distinguish the contribution of Ru 4d to the total spectrum.

6This is consistent with the expectation that 4d orbital is quite extended and makes a strong
covalent bonding, as predicted by DFT calculations [183].

7The coherent feature at EF corresponds to the delocalized states of electrons, whereas
incoherent feature at 1.2–1.5 eV below EF is generally attributed to the correlation-induced
localized electronic states.

8Usually, the specimens are either introduced into the analysis chamber from outside the
vacuum (ex situ), and subsequently cleaned by common annealing or scraping techniques, or
grown in vacuum and transferred into an adjacent analysis chamber without breaking the vacuum
(in situ) [23].
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ments have also revealed a clearly pronounced Ru 4d peak at EF [36, 188–190].

For all these reasons, we strongly believe that SrRuO3 is a weakly correlated

system and its bulk electronic structure can be successfully described by DFT

approximations, since in this material valence band electrons are delocalized and

self-interaction errors are negligible. The complete dominance of incoherent fea-

ture of the spectrum indicating the localized electronic states could be attributed

to external factors, e.g., surface roughness, defects, or change of the symmetry

that may occur during the growth and/or cleaning process.

In order to see how the Ru 4d PSW changes along the depth of the sample,

we have examined the HAXPES spectrum dependence on the emission angle.

Figure 5.4(b) shows a cumulative plot of valence band obtained by averaging

spectra measured at different emission angles [see Figure 5.4(a)]: from α = 8◦ to

α = 90◦, corresponding to the photoelectron escape depth that ranges from 1.5 to

10.7 monolayers (MLs).9 The spectrum was fitted with six Gaussian peaks, thus

valence band exhibits six distinct features marked by A, B, C, D, E, and F. Our

theoretical calculations in Figure 5.2 reveal that the band between EF and ∼2

eV is mainly composed of Ru 4d states, whereas O 2p states become dominant

in the region of 2–4 eV (C). The sharp peak near the Fermi level (A) and the

broad one centred at ∼1.2 eV (B) are assigned to the coherent and incoherent

parts of the spectral function, respectively [31, 37, 185]. The peaks D and E can

be attributed to the mixture of Ru 4d and O 2p orbitals. The finite emission at

8–11 eV (negligible peak F) is due to the contaminations.

At higher (> 300 eV) photon energies, the photoionization cross-section of O

2p electrons decreases more rapidly than that of Ru 4d electrons. For example,

the atomic calculations predict Ru 4d/O 2p cross-section ratio of ∼36 and ∼74 for

hν = 1500 and 8047.8 eV, respectively [192, 193]. Rough interpolation provides

Ru 4d/O 2p cross-section ratio of ∼50 for hν = 3000 eV. In solids, due to the

hybridization between O 2p and Ru 4d orbitals the following value somewhat de-

creases, but despite that Ru 4d states should form the main part of photoemission

spectra measured in the vicinity of EF. This becomes evident when the shape of

spectra presented in Figure 5.4 is compared to that of UPS spectra (Figure 5.3)

9The value of inelastic mean free path was taken from [191].
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Figure 5.4 (a) HAXPES (hν = 3000 eV) spectra of SrRuO3 thin film measured
at different emission angles. The values in brackets are the photoelectron escape
depths in MLs. (b) Fitted cumulative spectrum. Open circles correspond to the
raw data, the thick line is the spectral envelope, and thin lines represent the
spectral components [183].

with Ru 4d/O 2p cross-section ratio of ∼1.1 (hνon) and ∼2.5 (hνoff) [192]. In fact,

HAXPES measurements provide a qualitative picture of Ru 4d PSW at low (< 2

eV) binding energies where Ru 4d states occupy the largest part of valence band.

Further from EF, O 2p contribution cannot be neglected, since theoretical calcu-

lations show that the intensity of O 2p states substantially increases compared to

the intensity of Ru 4d states.

The approximate bulk and surface components of the Ru 4d band were ob-

tained by subtracting O 2p contribution which was distinguished as peak C in

Figure 5.4(b). The extracted Ru 4d spectrum was normalized to the integrated

intensity and is shown in Figure 5.5(a). It is widely believed that coherent feature

at ∼0.4 eV corresponds to the delocalized DOS reproduced by DFT calculations,

whereas incoherent feature at ∼1.2 eV should be attributed to the presence of lo-
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Figure 5.5 The dominant Ru 4d region: (a) Ru 4d PSW from HAXPES spectra
after the subtraction of the O 2p contribution from higher binding energy states.
The values in brackets are the photoelectron escape depths in MLs. Open symbols
correspond to the raw data, the thick line is the spectral envelope, thin lines are
the spectral components, and points are the residuals. (b) A comparison of Ru 4d
PDOS from PBEsol calculations with Ru 4d PSW from HAXPES spectra. Thick
and thin lines represent the experimental spectral envelope and components, while
large and small dots stand for theoretical spectral envelope and components, re-
spectively. (c) A comparison of normalized UPS spectra obtained at on-resonance
(hν = 59.5 eV) and off-resonance (hν = 44.5 eV) conditions with HAXPES spec-
trum measured at grazing emission (α = 8◦). Squares correspond to the appro-
priately weighted difference between on-resonance and HAXPES spectra, whereas
circles to the difference between on-resonance and off-resonance spectra. k is the
weighting factor used in the estimation [183].
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calized electronic states and requires beyond-DFT techniques. According to previ-

ously expressed assumptions on the electronic structure at the surface [186,189],10

one may also expect the increase of the incoherent component with decreasing pho-

toelectron escape depth. However, we demonstrate that the shape of Ru 4d band

is actually independent of the emission angle. This result provides a strong proof

that contribution from the coherent and incoherent features does not vary with

increasing photoelectron escape depth L from ∼1.5 MLs (α = 8◦) to ∼10.7 MLs

(α = 90◦).11 Moreover, the incoherent component manifests itself as a shoulder

rather than a separate feature.

It is somewhat surprising, since in the literature one can find some evidence

that bulk and surface components deduced from the angle and hν dependences of

the PES spectra significantly differ, with incoherent states dominating at the sur-

face [185–189]. Our results show that low emission angle (L ≈ 1.5 MLs) HAXPES

spectra represent the bulk electronic structure (L ≈ 10.7 MLs) of SrRuO3, with

coherent Ru 4d states remaining dominant at the surface. Besides, these spectra

are in a good agreement with Ru 4d PSW obtained from more surface-sensitive12

resonant UPS measurements (see inset in Figure 5.3). The following findings ap-

parently suppress the relative importance of localized surface states as naturally

occurring ones.

It is worthwhile to mention that despite the absence of incoherent feature in

DFT results, the asymmetric shape of coherent feature may provide some contri-

bution to the Ru 4d PSW in the vicinity of incoherent peak. A direct comparison

between theoretical Ru 4d PDOS with the experimental Ru 4d PSW, given in

Figure 5.5(b), demonstrates that although the strongly correlated states are not

present in DFT calculations, significantly broad component (∼40% of total inten-

sity) arises in the Ru 4d PDOS at binding energy corresponding the reported data

of incoherent peak position [31, 37, 185].

Even more importantly, O 2p states provide a finite contribution to the the-

oretical spectrum even in the region dominated by Ru 4d electrons (see Figure

10In short, the electronic structure at the surface might be affected by the absence of period-
icity, different symmetry, and various defects.

11Actually, in [183] we confirm that the same trend holds for HAXPES spectra at hν = 4500
eV where L increases up to ∼15 MLs.

12For instance, for hνon the largest photoelectron escape depth is L ≈ 2 MLs [191].
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5.2), thus some admixture of O 2p states should also be visible in the experiments.

Figure 5.5(c) illustrates the significance of this effect on Ru 4d spectra obtained

at particularly different photon energies which are characterized by a very close

escape depth.

As it was already mentioned, an increase in intensity around ∼1.2 eV with

decreasing photon energy is usually explained in terms of different surface and

bulk electronic structure [185–188]. In our case, however, both resonant UPS and

HAXPES spectra presented in Figure 5.5(c) were obtained from approximately the

same depth of the sample reaching no more than ∼2 MLs. The apparent difference

in the spectra cannot be attributed to the localized Ru 4d surface states and should

be related with a finite contribution from O 2p states, since an increase in hν causes

the growth of not only the escape depth, but also of Ru 4d/O 2p photoionization

cross-section ratio. The difference between on-resonance and high-energy spectra

provides a qualitative picture of O 2p PSW in dominant Ru 4d region, in agreement

with data presented in [31, 184]. We would like to stress that the obtained O

2p PSW possesses a maximum at ∼1.2 eV which corresponds to the location of

incoherent feature. In the meantime, the difference between on-resonance and

off-resonance spectra provides approximate Ru 4d PSW which fairly well matches

our DFT calculations in Figure 5.2. For all these reasons, it can be stated that

both the finite admixture of O 2p states in the dominant Ru 4d region and the

asymmetric shape of coherent Ru 4d feature, also obtained in previous theoretical

studies [32, 37, 181, 182], may contribute to experimentally observed incoherent

feature as a broad shoulder at 1.2–1.5 eV.

5.3 Introduction of Vacancies

A good agreement between theoretical, UPS, and HAXPES spectra allows us

to conclude that SrRuO3 is a weakly correlated material. By claiming this, we

continue our efforts in trying to understand what can possibly induce the change

of the degree of electron correlation in SrRuO3. As it was summarized in [23], the

question of correlation effects can be related to the systematic investigation of the

influence of thin film thickness, strain, and stoichiometry. Indeed, it appears that
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the electronic structure of SrRuO3 highly depends on thin film thickness with

the sharp peak in the vicinity of the Fermi level occurring only at the sample

thickness of 15 MLs [190]. What is more, the increase in tensile strain forces a

thin film to undergo a room temperature phase transition strongly affecting the

electronic and magnetic properties of SrRuO3 [194]. It is equally important to

point out that the intensity of the coherent peak is much more pronounced in

stoichiometric specimens compared to non-stoichiometric ones [35] and that the

electronic behaviour of SrRuO3 thin films might be influenced by defects formed

during film deposition process [37].

As vacancies and their complexes — the dominant point defects in most per-

ovskites — are directly related to the variation in stoichiometry, we are concen-

trating on this line of investigation from both theoretical as well as experimental

point of view. According to the scheme suggested in [195], experimentally vacan-

cies might be introduced by annealing the air-exposed samples at moderate tem-

peratures, since this process causes the desorption of SrO, Ru, O2, and CO2. The

comparison between UPS measurements of the annealed specimens and theoreti-

cal calculations of non-stoichiometric SrRuO3 seems to be promising for providing

important insights on the nature of correlation effects in SrRuO3.

A set of SrRuO3 thin film valence band spectra measured after the appliance

of annealing and sputtering treatment is shown in Figure 5.6. All spectra were

normalized to the intensity of contaminant carbon monoxide peak centred at ∼10

eV. It should be also noted that the first spectrum from the annealing series

is already presented in Figure 5.3, since SrRuO3 was heated at 200 ◦C for the

cleaning of the surface.

By comparing all of the spectra given in Figure 5.3 and Figure 5.6(a)–(c), one

can clearly notice that the sharpness of the feature in the vicinity of EF grad-

ually decreases with increasing annealing temperature, qualitatively indicating

that the intensity of the coherent peak at EF decreases with increasing deviation

in stoichiometry [195]. It is also seen that the decrease of the coherent feature

is accompanied by the formation of the broad structure at higher binding en-

ergies around the incoherent peak position. The shape of valence band spectra

drastically changes after Ar+ sputtering [see Figure 5.6(d)] revealing the radi-
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Figure 5.6 UPS spectra of SrRuO3 thin film measured at Ru 4p → 4d on-
resonance (hν = 59.5 eV, filled circles) and off-resonance (hν = 45.5 eV, open
circles) conditions after annealing in ultra-high vacuum at (a) 250 ◦C, (b) 300 ◦C,
(c) 400 ◦C, and (d) argon sputtering [196].

cal reconstruction of the electronic structure at the surface. These results agree

with the measurements in [35], where ruthenium-poor samples have exhibited a

strongly pronounced spectral weight at 1.5 eV. Although it may seem that Ru

vacancies can also be responsible for the spectral weight transfer in our UPS spec-

tra, a few issues must be clarified before drawing such conclusions. On one hand,

in [35] Ru-deficient specimens were intentionally grown, whereas in this work va-

cancies were introduced into stoichiometric SrRuO3 by annealing and sputtering

thus simulating the possible cleaning process. On the other hand, the formation

of oxygen vacancies cannot be distinguished from the formation of ruthenium va-

cancies on the basis of lattice constants only [23], as it was done in [35]. Thus, it

is obvious that due to the different experimental settings and possibly important

role of oxygen vacancies one should turn to the theoretical modelling.

Theoretically, vacancies can be introduced by removing appropriate atoms or

their combinations from stoichiometric SrRuO3. According to [195], the heating of

samples at moderate temperatures (300–500 ◦C) causes the desorption13 of SrO,

13This process may also begin at somewhat lower temperatures.
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Figure 5.7 The total and projected DOS of SrRuO3 after removal of Ru and SrO
atoms from the unit cell. The calculations were performed without full relaxation
of geometry using PBEsol exchange-correlation functional.

Ru, and O2 which in turn leads to the decomposition of surface layers. However,

experimental observations reveal that the initial and relatively small desorption

of SrO and Ru starts only at ∼350 ◦C, while in our UPS spectra the shift in

spectral weight is already seen at ∼250 ◦C. It apparently indicates that oxygen

vacancies are preferentially formed under annealing of the samples. And indeed,

our initial DFT calculations, shown in Figure 5.7, demonstrate that the removal

of SrO atoms has rather quantitative than qualitative influence on the DOS of

SrRuO3. The introduction of Ru vacancies, on the other hand, results in a strongly

pronounced spectral weight transfer of O 2p states towards the incoherent peak

position. Although the following finding corresponds to the tendency seen for the

raw spectra of Ru-deficient samples [35], one should notice that the intensity of Ru

4d gets lower without any redistribution of the spectral weight in EF–2 eV region.
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Figure 5.8 The total and projected DOS of SrRuO3 after removal of Ox (x = 1–
6) atoms from the unit cell. The calculations were performed with full relaxation
of geometry using PBEsol exchange-correlation functional.

This contradicts to the variation of the on-resonance UPS spectra [see Figure 5.3

and Figure 5.6(a)–(c)], where a shift in the spectral weight can be directly related

to the Ru 4d states, and thereby confirms the idea that more focus should be

given to the oxygen vacancies.

The total and projected DOS of oxygen-deficient SrRuO3 are presented in Fig-

ure 5.8. It is worthwhile to mention that the change in stoichiometry from SrRuO3

to SrRuO1.5 is realistic, since one can find experimental evidence that under an-

nealing the original chemical composition can reduce to Sr:Ru:O=1:1:2 [195]. The

most important aspect revealed in Figure 5.8 is, of course, a clearly expressed

spectral weight transfer in Ru 4d PDOS which results in an increasing contri-

bution of the incoherent peak as the stoichiometry of SrRuO3 decreases. The

initial complete dominance of the coherent peak at 0.44 eV gradually turns into

the distinctly pronounced dominance of the incoherent feature at 1.54 eV. Be-

sides, this transformation is accompanied by the reduction of the Ru 4d states

at 4–8 eV as well as by the suppression of the O 2p states at EF–4 eV. It is
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interesting that the following spectral weight transfer scenario is perfectly con-

sistent with the UPS measurements shown in Figure 5.3 and Figure 5.6(a)–(c).

This fact provides a strong proof that experimentally observed incoherent feature

rises not due to the manifestation of strong electron correlation in stoichiomet-

ric specimens, as previously thought, but due to the redistribution of electronic

states caused by the introduction of oxygen vacancies during the cleaning or/and

growth of the samples.14 Therefore, it becomes obvious why none of the previous

ex situ specimens [31–33,184–187] have exhibited a clear peak at the Fermi level

in UPS measurements, in contrast to in situ ones [34, 35]. The effect of scraping

the polycrystal surface, demonstrated in [34], shows a very close resemblance to

the effect of annealing at moderate temperatures, revealed in our UPS spectra

and DOS representations. All these findings allow us to conclude that SrRuO3

is a weakly correlated material and its artificially affected surface states should

not be related with the natural internal electronic structure. Besides, our con-

clusions are strengthened by several very recent studies on magnetic properties

and momentum-resolved electronic structure [24,197] that also confirm the weakly

correlated nature of SrRuO3.

5.4 Elastic Properties

Due to the lack of experimental as well as theoretical data, we can only make

a comparison between our own elastic constants obtained within different DFT

approaches. Tables 5.2, 5.3, and 5.4 represent the calculated elastic constants and

other parameters for cubic, tetragonal, and orthorhombic SrRuO3, respectively.

The tendency that can be seen is opposite to the one found for the lattice con-

stants. In this case, LDA gives the highest, whereas PBE gives the lowest values

of Cαβ for all phases of SrRuO3. The revised functionals perform quite similarly

giving values that fall between the range determined by LDA and PBE. This result

once more confirms that such quantities as elastic constants and polycrystalline

moduli crucially depend on reliable evaluation of the lattice parameters.

14Note that although [35] points out the importance of ruthenium vacancies, this issue requires
a further study to find out the amount of oxygen vacancies that might have been introduced in
the experiment and the role of full geometry relaxation in the theoretical calculations.
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Table 5.2 Equilibrium lattice constant a (in Å), elastic constants Cαβ (in GPa),
bulk modulus B (in GPa) from VRH approximation, bulk modulus BBM (in GPa)
and its pressure derivative B′

BM from BM equation of state, shear modulus G (in
GPa), Young’s modulus Y (in GPa), Poisson’s ratio ν, longitudinal sound velocity
vL (in m/s), transverse sound velocity vT (in m/s), average sound velocity v̄ (in
m/s), and Debye temperature θD (in K) calculated and compared to the available
experimental data for cubic SrRuO3.

LDA SOGGA PBEsolPBE PBEsol WC PBE Expt.

a 3.900 3.924 3.926 3.933 3.936 3.982 3.955a, 3.974b

C11 240.2 210.3 208.7 205.4 205.6 176.9

C12 204.6 194.6 193.2 192.9 190.2 176.6

C44 76.1 73.8 73.7 73.4 73.1 70.9

B 216.5 199.8 198.4 197.1 195.3 176.8

BBM 215.9 198.9 197.6 196.3 196.2 176.5

B′

BM
4.55 4.26 4.30 4.34 4.58 4.41

G 42.9 32.1 32.0 30.2 31.8 21.1

Y 120.6 91.6 91.2 86.2 90.4 60.7

ν 0.407 0.424 0.423 0.427 0.423 0.443

vL 6415 6095 6082 6047 6058 5724

vT 2539 2219 2217 2157 2215 1835

v̄ 2877 2520 2518 2451 2515 2089

θD 375.5 326.9 326.3 317.2 325.4 267.1

aFrom [40] at 973 K.
bFrom [178] at 1082 K.

The comparison between tetragonal and orthorhombic phases indicates that

CTetr.
11 = CTetr.

22 < CTetr.
33 and COrth.

22 < COrth.
11 < COrth.

33 . As C11, C22, and C33 are

directly associated with the changes in the lattice along the x, y, and z axis,

respectively, one can conclude that atomic bonding along the z axis is stronger

than that along the x or y axis for both phases of SrRuO3. Smaller values of C44

and C55 compared to C66 mean that lattice is more easily deformed by a pure

shear around the x or y axis in comparison to the z axis. Since bulk modulus B

is essentially a special case of elastic constant and can be treated as a measure of

the average bond strength, it is interesting to note that all three phases exhibit a

very close value of it. This means that polycrystalline SrRuO3 retains its level of

compressibility throughout a variety of geometric configurations. The fact that the

largest discrepancy between the bulk moduli obtained using VRH approximation

and BM equation of state does not exceed ∼3% demonstrates the reliability of

performed calculations. Unlike the bulk modulus, shear and Young’s moduli,

which correspondingly describe the resistance of a material against the shear and

85



Table 5.3 Equilibrium lattice constants a and c (in Å), elastic constants Cαβ

(in GPa), bulk modulus B (in GPa) from VRH approximation, bulk modulus
BBM (in GPa) and its pressure derivative B′

BM from BM equation of state, shear
modulus G (in GPa), Young’s modulus Y (in GPa), Poisson’s ratio ν, longitudinal
sound velocity vL (in m/s), transverse sound velocity vT (in m/s), average sound
velocity v̄ (in m/s), and Debye temperature θD (in K) calculated and compared
to the available experimental data for tetragonal SrRuO3.

LDA SOGGA PBEsolPBE PBEsol WC PBE Expt.

a 5.513 5.554 5.557 5.570 5.572 5.656 5.578a, 5.589b

c 7.773 7.801 7.805 7.813 7.820 7.872 7.908a, 7.917b

C11 268.9 250.5 249.1 246.7 245.8 223.8

C12 146.7 132.9 131.8 129.9 129.7 110.6

C13 185.9 172.4 171.9 170.7 170.6 151.9

C33 343.8 325.1 322.6 321.7 321.1 299.9

C44
c 71.6 68.8 68.7 68.8 68.6 65.7

C66 99.4 91.1 90.3 88.1 87.7 75.6

B 209.2 193.7 192.7 190.9 190.5 170.5

BBM 205.1 189.4 187.9 186.2 185.8 165.3

B′

BM
4.83 4.89 4.81 4.82 4.85 5.19

G 71.2 67.7 67.3 66.8 66.5 62.8

Y 191.9 181.9 180.8 179.6 178.8 167.7

ν 0.347 0.344 0.344 0.343 0.344 0.336

vL 6746 6579 6566 6556 6553 6367

vT 3265 3212 3205 3203 3199 3164

v̄ 3669 3608 3600 3598 3594 3551

θD 479.6 468.8 467.4 466.4 465.5 454.3

aFrom [40] at 823 K.
bFrom [178] at 894 K.
cCalculated within a range of strains δ from −0.0003 to 0.0003.

uniaxial deformations, have significantly lower values for cubic SrRuO3 compared

to the tetragonal and orthorhombic phases. Due to the interdependence between

the polycrystalline parameters, the opposite tendency holds for Poisson’s ratio

which in turn defines the lateral structural deformation when material is stretched

or compressed. For high-temperature cubic SrRuO3, the average value of ν is

∼0.42, whereas low-temperature orthorhombic SrRuO3 exhibits ∼0.34 which is a

common value for most of the metals. Lower shear modulus for cubic SrRuO3

also points to lower hardness and hence the decreased resistance against plastic

deformation. Despite that, a high B/G ratio is inherent for all three phases

of SrRuO3 revealing that this material behaves in a ductile manner. The most

common critical value that separates ductile and brittle nature was established

in [198]: if B/G > 1.75, the material behaves in a ductile manner, otherwise,
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Table 5.4 Elastic constants Cαβ (in GPa), bulk modulus B (in GPa) from VRH
approximation, bulk modulus BBM (in GPa) and its pressure derivative B′

BM from
BM equation of state, shear modulus G (in GPa), Young’s modulus Y (in GPa),
Poisson’s ratio ν, longitudinal sound velocity vL (in m/s), transverse sound veloc-
ity vT (in m/s), average sound velocity v̄ (in m/s), and Debye temperature θD (in
K) calculated and compared to the available experimental data for orthorhombic
SrRuO3.

LDA SOGGA PBEsolPBE PBEsol WC PBE Expt.

C11 306.9 286.9 285.2 284.8 284.2 260.1

C12 186.7 171.1 169.5 167.9 167.8 143.4

C13 156.2 145.1 144.4 143.6 143.4 128.2

C22 274.5 256.9 255.6 253.9 252.7 230.1

C23 147.7 139.8 139.1 138.3 137.9 125.9

C33 338.6 312.6 310.8 307.3 306.8 272.1

C44
a 72.7 71.4 71.9 72.2 72.4 71.1

C55 67.7 66.4 66.4 66.7 66.7 65.9

C66 88.1 80.9 80.1 78.7 78.4 67.3

B 210.8 196.1 194.9 193.6 193.1 172.7

BBM 210.5 195.9 194.4 192.8 192.5 172.8 192.3b

B′

BM
4.75 4.64 4.67 4.65 4.66 4.69 5.03b

G 72.8 69.3 69.1 68.9 68.7 64.6 60.1c

Y 195.8 185.9 185.4 184.7 184.3 172.3 161c

ν 0.345 0.342 0.341 0.341 0.341 0.334

vL 6782 6625 6614 6613 6612 6416 6312c

vT 3298 3246 3246 3249 3248 3206 3083c

v̄ 3706 3646 3645 3648 3648 3596

θD 484.5 472.8 473.5 473.1 472.7 460.6 448c, 457d

aCalculated within a range of strains δ from −0.015 to 0.015.
bFrom [46] at room temperature.
cFrom [44] at room temperature.
dFrom [45] by applying fitting in the temperature range of 163–300 K.

its behaviour should be associated with brittleness. Intriguingly, SrRuO3 satisfies

even tighter criterion of B/G > 2.67 proposed in [199] which in a similar fashion

distinguishes ductility from brittleness. It is worth mentioning that the following

result is valid for all density functionals applied in this study. The fact that

cubic SrRuO3 becomes softer against shear-type distortions is also reflected in

the lower sound velocities and Debye temperature. In the meantime, tetragonal

phase is able to retain values of polycrystalline parameters that are very close to

the orthorhombic ones.

Another property that should be taken into account is elastic anisotropy. Hav-

ing in mind that there is no unique method to determine the degree of this char-
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acteristic, in the first place we employ a concept introduced in [200] where the

percentage anisotropy in compressibility and shear is defined as

AB =
BV −BR

BV +BR

(5.1)

and

AG =
GV −GR

GV +GR
, (5.2)

respectively. A value of zero corresponds to elastic isotropy and a value of 100%

identifies the largest possible anisotropy. Within PBEsol approximation, or-

thorhombic phase possesses AB ≈ 0.2% and AG ≈ 1.5%, while tetragonal SrRuO3

acquires AB ≈ 2.3% and AG ≈ 1.8%. This result reveals that orthorhombic and

tetragonal SrRuO3 are similarly anisotropic in shear, whereas anisotropy in com-

pressibility is more pronounced for the latter symmetry. On the whole, the values

of anisotropic factors show that orthorhombic and tetragonal phases can be con-

sidered as weakly elastically anisotropic. However, completely different situation

emerges for cubic SrRuO3. Although in this case isotropy in compressibility is

assured by BV = BR, a very large value of AG ≈ 54% indicates a high degree of

anisotropy in shear. It in turn means that cubic phase can be considered as highly

elastically anisotropic. The following conclusions are also confirmed by estimation

of universal elastic anisotropy index

AU = 5
GV

GR

+
BV

BR

− 6 (5.3)

proposed in [201]. In this analysis method, the departure of AU from zero defines

the extent of single-crystal anisotropy accounting for both the bulk and the shear

contributions. For orthorhombic, tetragonal, and cubic SrRuO3, the values of

AU are ∼0.16, 0.23, and 11.8, respectively, showing full compatibility with our

previous findings.

Although experimental data available for orthorhombic phase of SrRuO3 allow

to provide a few thoughts on the suitability of applied DFT approximations, the

comparison between experiment and theory is not straightforward. It is because of

thermal expansion which tends to reduce the elastic moduli. Therefore, one should
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expect the calculated parameters to be lower at room temperature. For example,

the thermal effects can modify the bulk modulus by about 5–15% for various

metals [85]. Besides, one should also remember that uncertainties in experimental

bulk moduli are much greater than in lattice constants and can easily be as large

as 10% [88]. By taking into account all these considerations, we can conclude that

overall our calculated polycrystalline parameters demonstrate a good agreement

with available experimental data. Yet, it is not easy to say which of the particular

functionals perform best. The general trend observed for the lattice constants of

orthorhombic SrRuO3 suggests that it is very likely that revised functionals may

yield the closest values to the possible low-temperature experiment, while LDA

and PBE may show a slight overestimation and underestimation, respectively.

5.5 Mechanical Stability

Concerning the mechanical stability of SrRuO3, a few issues were observed. Firstly,

our C44 calculations for tetragonal structure show that strains δ taken in steps of

0.005 from −0.03 to 0.03 induce internal forces that drive lattice to the energet-

ically lower states compared to the unstrained crystal (see Figure 5.9). Neither

different DFT approaches, nor modification of calculation parameters have ap-

preciable influence on this result. This basically means that tetragonal SrRuO3

is mechanically unstable at zero temperature and zero pressure15 in spite of the

fact that remaining Cαβ satisfy all the stability conditions given by (3.12). In

other words, under ordinary C44 related deformation a more stable monoclinic

structure emerges resulting in a negative value of C44 which in turn characterizes

a pure shear instability. The structural transformation which could be related to

the unusual behaviour of tetragonal SrRuO3 is revealed in Figure 5.10(a). Here,

it is seen that the evolution of tilting and rotation angles demonstrates a sharp

discontinuity at the very first step of strain (from 0 to −0.005/0.005), while fur-

ther steps (from −0.005/0.005 to −0.03/0.03) are fully uniform. If one would take

into consideration that Ru-O bond lengths O-Ru-O bond angles show quite small

15Pressure is an important parameter in the Gibbs free energy, since it can compensate for
the mechanical instability at zero temperature. The minimization of the Gibbs free energy in
turn determines the lattice structure of a crystalline material in thermal equilibrium at ambient
conditions.
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Figure 5.9 Total energy of ground-state tetragonal SrRuO3 as a function of strain
under C44 related shear deformation. The inset demonstrates the usual parabolic
behaviour when magnitude of applied strains is reduced from −0.0003 to 0.0003.
The calculations were performed using PBEsol exchange-correlation functional.

variations in magnitude at the discontinuity,16 it becomes obvious that under C44

related shear deformation tetragonal SrRuO6 undergoes a strong reorientation of

RuO6 octahedra. And indeed, the following abrupt reorientation around x and z

axes is clearly visualized in Figure 5.10(b): φ decreases by ∼20 degrees, whereas

θ increases by ∼8 degrees. Needless to say, no similar behaviour was observed for

any of the remaining Cαβ related deformations.

Actually, the finding of mechanical instability is in agreement with the fact

that bulk samples of tetragonal phase have not been experimentally observed

at low temperatures. Yet, it is worth to note that room-temperature stabilized

tetragonal SrRuO3 has been successfully obtained by tensile strain when grown

as thin film on various substrates [47–49]. We would like to emphasize that these

results are not in contradiction with our data, since the stability of thin film is

determined by different factors compared to the bulk specimens [202].17

By remembering that the elastic energy, written as quadratic term in (3.10),

16See Figures D.1 and D.2 in Appendix D.
17However, a question of what exactly makes the tetragonal phase experimentally observable

at high temperatures requires a separate investigation, therefore this interesting issue lies outside
the scope of the present study
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Figure 5.10 Tetragonal SrRuO3: (a) the evolution of tilting and rotation angles
as a function of strain under C44 related shear deformation and (b) schematic rep-
resentation of RuO6 octahedra network at its ground state and under C44 related
shear deformation. In case of the latter, angles φ and θ are approximated, since
after structural transformation the dependence of strain becomes relatively weak.
The calculations were performed using PBEsol exchange-correlation functional.

must be positive definite under any arbitrary but small deformations, we were

curious to find out whether the limit at which the system can be described by the

usual parabolic behaviour exists. For this purpose, we had to narrow the range

of the applied strains and to tighten the convergence criteria. The first attempt

to reduce the magnitude of the applied strains from −0.003 to 0.003 was not

successful, since the total energy of the strained lattice was still lower than that of

the unstrained one. However, the second attempt in which the magnitude of the

applied strains was lowered from −0.0003 to 0.0003 appeared to be fruitful (see
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inset in Figure 5.9). Certainly, in the first place we wanted to make sure that such

calculations with very small changes in the total energy were not overpowered by

numerical fluctuations and thus could be treated seriously. For a comparison, we

tried to evaluate C44 without the geometry optimization18 by varying δ from −0.03

to 0.03 and from −0.0003 to 0.0003. The obtained results for PBEsol revealed

that in both cases the values of C44 were very close to each other: 85.6 against 86.3

GPa, respectively. Despite this correspondence, it is evident that in reality even

at temperatures very close to 0 K zero-point fluctuations have a larger impact on

atomic positions than such tiny strains. But since in DFT framework nuclei of the

atoms form a perfectly static lattice, even the smallest atomic displacements in the

system can be treated as reflecting its unique response to deformation. Having

in mind the thorough analysis [203] in which the stability of elastic constants

is attained using similarly small deformations, the values of C44 presented in

Table 5.3 should provide realistic information on properties of tetragonal SrRuO3.

Surely, it would be particularly interesting to find out whether our results show a

correspondence with the experiment or at least finite-temperature calculations.

Another issue is related to the calculation of C44 for the orthorhombic phase of

SrRuO3. The application of strains taken from the standard range19 has revealed

a distinct deviation from the initial parabolic behaviour apparently seen at strain

values20 of ±0.021 in Figure 5.11. Interestingly, the subsequent behaviour of the

deformed material can be approximated by another parabola with quadratic co-

efficient being roughly two times smaller. It indicates that the strain-induced

structural transformation causes quite substantial softening of C44. The fact that

the crystallographic space group of the system remained unchanged throughout

the whole range of applied strains makes us firmly believe that we are dealing

with isosymmetric phase transition, which is a fairly rare phenomenon for crys-

talline materials. In order to get a more accurate picture of isosymmetric SrRuO3

behaviour, we have increased the number of strains from standard 12 to 60. A

close examination of calculations showed that a small deviation from the initial

parabola begins to emerge at ±0.017. Therefore, for the precise evaluation of C44,

18Elastic constant of the unrelaxed structure.
19From −0.03 to 0.03.
20Strain values of deviation slightly depend on the DFT approach used.
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Figure 5.11 Total energy of ground-state orthorhombic SrRuO3 as a function
of strain under C44 related shear deformation. The lower parabola was obtained
by polynomial fitting with magnitude of applied strains confined from −0.015 to
0.015. The upper parabola was fitted with strains falling in the range of −0.03 . . .−
0.023 and 0.023 . . . 0.03. The calculations were performed using PBEsol exchange-
correlation functional.

we have confined the range of strains from −0.015 to 0.015. Thus obtained values

of C44 are presented in Table 5.4.

Despite the unusual behaviour of orthorhombic SrRuO3, the mechanical stabil-

ity of this phase is beyond doubt, since all the elastic constants calculated within

the standard range of strains obey the stability criteria expressed by (3.13). The

same statement holds for the cubic phase of SrRuO3, because its mechanical sta-

bility conditions (3.11) are also satisfied.

5.6 Shear Deformation for Orthorhombic Phase

C44 related shear deformation makes the orthorhombic structure of SrRuO3 trans-

form to monoclinic symmetry. This strain-induced symmetry-reduction is accom-

panied by the change of the number of non-equivalent Ru and O atoms. As can

be seen from Figure 5.1(b), non-equivalent Ru atoms, labelled as Ru1 and Ru2,

form repetitive layers perpendicular to the c or, equivalently, z axis, whilst non-

equivalent O atoms, named as O1, O2, and O3, are located within the Ru-formed
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Figure 5.12 θ, tilting, and rotation angles of ground-state orthorhombic SrRuO3

as a function of strain under C44 related shear deformation. The calculations were
performed using PBEsol exchange-correlation functional.

layers (O2 and O3) or between them (O1). The following structural transfor-

mation indicates the emergence of two non-equivalent oxygen octahedra, namely,

Ru1O6 and Ru2O6. The first one consists of a pair of O1 and four O2 atoms,

whereas the second one possesses a pair of O1 and four O3 atoms. The fact that

oxygen octahedra are not regular in strain-free SrRuO3 [41] is also reflected in

the structure of Ru1O6 and Ru2O6 implying that a larger set of parameters is

required for the complete description of geometry of deformed SrRuO3.21 How-

ever, octahedra form a three-dimensional network, thus a change in bond length

or angle in one direction necessarily restricts the allowed change in bond length

or angle in other directions.

Under C44 related shear deformation, the evolution in internal geometry of

oxygen octahedra is rather complex and it makes hard to identify the structural

transformation which could be apparently linked to the extraordinary behaviour

of SrRuO3. On one hand, the evolution in Ru-O bond lengths shows some discon-

tinuity but the variations of the magnitudes are rather small. On the other hand,

the changes in O-Ru-O bond angles are much more pronounced but the evolution

remains almost uniform throughout the whole range of strains. Fortunately, in

21See Figure 5.12 and Appendix D for details.
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Figure 5.13 The evolution of RuO6 octahedra rotation in Ru1 and Ru2 layers
under tensile C44 related shear deformation within PBEsol exchange-correlation
framework.

Figure 5.14 The evolution of RuO6 octahedra rotation in Ru1 and Ru2 layers un-
der compressive C44 related shear deformation within PBEsol exchange-correlation
framework.
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Figure 5.12 it is clearly seen that in case of tensile deformation, θ in Ru2 layer

undergoes a huge increase reaching ∼21 degrees, while a step between two con-

secutive strains is only 0.005 — from 0.02 to 0.025. By taking into account that

bond angle O31-Ru2-O32 remains almost unaltered,22 it becomes evident that a

significant rotation of Ru2O6 octahedra occurs, with a change in rotation angle Θ

reaching ∼11 degrees. In the meantime, variation in rotation of Ru1O6 octahedra

as well as tilting stays quite small compared to that of Ru2O6. The opposite

trend can be observed as the deformation becomes compressive: in this case, a

significant and approximately equal in magnitude23 rotation of Ru1O6 octahedra

occurs, while rotation of Ru2O6 and tilting show small variations from their initial

values. This evolution of octahedra rotation, clearly visualized in Figures 5.13 and

5.14, is also reflected in deviation from the initial parabola exhibited in Figure

5.11. As it was mentioned earlier, the fact that an abrupt change in SrRuO3

behaviour is not accompanied by a change in crystallographic space group speaks

for the manifestation of isosymmetric phase transition. Figures 5.12–5.14 allow

us to point out the essential signature of this transformation — vast rotations of

oxygen octahedra around z axis. Moreover, the rotation pattern manifests itself

in such a way that under tension the Ru2O6 octahedra are much more active in

comparison to Ru1O6, whereas under compression the opposite is observed. It is

interesting to note that isosymmetric phase transition has been recently identified

in biaxially strained LaGaO3 [204], LaNiO3 [205], and BiFeO3 [206, 207] films.

For these perovskite-structured materials, a sharp discontinuity in the magnitude

of the tilting and rotation angles occurs which in turn is followed by an abrupt

reorientation of the octahedra rotation axis direction. However, no similar trend

was observed for biaxially strained orthorhombic SrRuO3 [41], making our results

even more intriguing.

In order to find out the influence the isosymmetric phase transition has on

the electronic structure of SrRuO3, we also include Figure 5.15 in which the total

and projected DOS (FWHM=0.1 eV) at several values of strain are presented.

Notation −0.015/0.015 and −0.03/0.03 indicates that SrRuO3 behaviour basically

22The same is true for the bond angle O21-Ru1-O22. See Figure D.4 in Appendix D.
23The rotations are not exactly equal due to the finite precision of calculations.
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Figure 5.15 The total and projected DOS of ground-state orthorhombic SrRuO3

under C44 related shear deformation calculated using PBEsol exchange-correlation
functional.

does not depend on whether the applied deformation is compressive or tensile. The

plots presented in Figure 5.15 reveal only a small change in the evolution of the

spectra which is more visible in the insets — at the Fermi level for Ru 4d and at

slightly higher binding energies for O 2p. Here, the curves representing DOS of

unstrained SrRuO3 and SrRuO6 under −0.015/0.015 deformation exhibit a close

resemblance, while a curve of −0.03/0.03 strain somewhat changes its profile.

Although the connection between electronic structure and isosymmetric phase

transition appears to be weak, a particular investigation is needed to identify the

response of magnetic and other important properties of SrRuO3.

On the whole, we believe that all these previously unknown findings not only

shed a new light on SrRuO3 from a fundamental perspective, but they are also

essential for the successful engineering of the promising SrRuO3-based technolog-

ical applications. And it is not surprising that our further intentions are to help

with the following efforts.
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Chapter 6

Summary of the Results and Conclusions

In this study, two well-known perovskite crystals — LaNiO3 and SrRuO3 — have

been investigated. A variety of important issues were taken into account, starting

from the appropriate treatment of core and valence states, relativistic effects,

and chemical bonding in LaNiO3 up to electron correlation effects, role of oxygen

vacancies, mechanical stability, and elastic behaviour of SrRuO3. To sum up, it

can be concluded that:

1. Among the examined exchange-correlation functionals, the revised PBEsol

demonstrates the best performance while reproducing crystalline structure

of LaNiO3, despite that the inclusion of 15–30% of the exact HF exchange

into PBE0 scheme has an appreciable improvement over the PBE results.

This reveals the effectiveness of the revision made to PBEsol functional.

2. Pure DFT calculations tend to underestimate binding energies of the strongly

localized core level states in LaNiO3, whereas hybrid scheme due to the

partly compensated SIE significantly improves the description of the peak

positions. But at the valence band, however, hybrid scheme fails to simu-

late the experiment, while pure DFT calculations exhibit a good agreement

because of the delocalized nature of the present electrons. These findings in-

dicate that by applying pure DFT approximations and their hybrid schemes

for the different regions of the spectrum it is possible to accurately repro-

duce the essential photoemission results. However, the correct identification

of the peaks in the core region requires relativistic treatment, namely, the

inclusion of spin-orbit interaction.

3. The electron density difference map, Mulliken population analysis, and a

much weaker hybridization of La 5d and O 2p orbitals in comparison to

that of Ni 3d and O 2p orbitals reveal a predominantly ionic character of

La-O bond and a substantial covalent part in Ni-O bond which represent a
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different bonding picture of LaNiO3 compared to the formal ionic one.

4. The revisions made to the examined exchange-correlation functionals for

solids allow to effectively improve the description of the crystalline structure

of SrRuO3 compared to the standard LDA and PBE frameworks. The step

that restores back the precise value of the second-order gradient expansion

for exchange (10
81

) has a much larger impact than modification of correlation

parameters or the form of the exchange enhancement factor.

5. A good agreement between DFT, UPS, and HAXPES results indicates that

SrRuO3 is a weakly correlated material with a sharp coherent Ru 4d peak

at the Fermi level. The incoherent feature which experimentally manifests

itself as a broad shoulder at 1.2–1.5 eV below EF could be due to the the

finite admixture of O 2p states in the dominant Ru 4d region and the asym-

metric shape of coherent Ru 4d peak. Moreover, SrRuO3 does not show any

differences in its surface and bulk electronic structure thus raising doubts

on the localized surface states as naturally occurring ones.

6. The spectral weight transfer in Ru 4d PDOS resulting in an increasing con-

tribution of the incoherent peak as the oxygen content in SrRuO3 decreases

is perfectly consistent with the evolution of UPS spectra in annealing ex-

periment. It allows to claim that the dominance of the incoherent feature,

previously observed in ex situ measurements, could emerge not due to the

manifestation of strong electron correlation in stoichiometric specimens, as

it was thought, but due to the redistribution of electronic states caused by

the introduction of oxygen vacancies during the cleaning or/and growth of

the samples. Thus, the artificially affected surface states of SrRuO3 should

not be related with its natural internal electronic structure.

7. Tetragonal SrRuO3 is mechanically unstable at zero temperature and pres-

sure conditions, since under C44 related shear deformation the system tends

to occupy the energetically lower states compared to the strain-free crys-

tal. The structural transformation which could be related to this unusual

behaviour is an abrupt reorientation of RuO6 octahedra around x and z

axes.
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8. Under C44 related shear deformation, orthorhombic SrRuO3 displays a dis-

tinct deviation from the initial parabolic behaviour at the critical strain

values of ∼ ±0.02 which are slightly dependent on the DFT approach used.

The structural transformation that could be associated with the following

discontinuity in behaviour is a strongly pronounced rotation of RuO6 octa-

hedra around z axis. The fact that this phenomenon is not accompanied

by a change in crystallographic space group speaks for the manifestation of

isosymmetric phase transition.
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Appendix A

Hartree-Fock Theory

Within the adiabatic approximation, the electronic Schrödinger equation is writ-

ten as

ĤΨ(x,R) = E(R)Ψ(x,R), (A.1)

where the corresponding electronic Hamiltonian Ĥ is given by (2.5). The elec-

tronic wavefunction Ψ(x,R) and its energy E(R) depend on the coordinates of

the nuclei R only parametrically, thus the notation R can be dropped. Repeating

the calculations with different nuclear arrangements allows the potential energy

surface to be mapped out and equilibrium geometry to be found. However, the

crucial complication in such calculations is the presence of the electron-electron

potential energy, which depends on the inter-electron distance |ri−rj| [60], mean-

ing that electron coordinates as variables cannot be separated. This complicates

the guess of the possible form of the electronic wavefunction. As a first step

in simplifying the following problem, it is convenient to express the N -electron

wavefunction as a product of one-electron wavefunctions, called orbitals:

Ψ(x1,x2, . . . ,xN) = ψ1(x1)ψ2(x2) . . . ψN(xN ). (A.2)

Since this solution reflects the idea of non-interacting system with no electron-

electron repulsion term, it is referred to as an independent particle, or Hartree,

approximation [61]. Unfortunately, (A.2) fails to satisfy the Pauli exclusion prin-

ciple [208], which states that a wavefunction describing fermions should be anti-

symmetric with respect to the interchange of coordinates of any pair of electrons.

Despite that, Fock demonstrated [62] that a Hartree product could be made anti-

symmetric by appropriately adding and subtracting all possible permutations of

the Hartree product, thereby forming the Hartree-Fock (HF) wavefunction. Later,

Slater showed [209] that the resulting wavefunction is simply a determinant, which
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can be expressed as

ΨHF(x1,x2, . . . ,xN) =
1√
N !
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. (A.3)

Replacing the true N -electron wavefunction by a single Slater determinant rep-

resents a drastic approach which results in a neglect of electron correlation, or

equivalently, the inclusion of electron-electron repulsion only as an average effect.

Hence, each electron is considered to be moving in the electrostatic field of the

nuclei and the average field of the other N − 1 electrons [60]. For this reason, the

HF method is also referred to as a mean-field approximation. But this model can

be improved with additional determinants generating solutions which can be made

to converge towards the exact solution of the electronic Schrödinger equation [55].

The energy of an approximate wavefunction can be calculated as the expecta-

tion value of the Hamiltonian divided by the norm of the wavefunction:

E =
〈Ψ| Ĥ |Ψ〉
〈Ψ|Ψ〉 . (A.4)

For a normalized wavefunction the denominator is 1, therefore the expectation

value of HF energy is found to be given by [59]

EHF = 〈ΨHF| Ĥ |ΨHF〉 =
N
∑

i=1

Hi +
1

2

N
∑

i,j=1

(Jij −Kij), (A.5)

where

Hi =

∫

ψ∗

i (x)

[

−1

2
∇2 + V (r)

]

ψi(x)d
3x, (A.6)

Jij =

∫ ∫

ψi(x)ψ
∗

i (x)ψ
∗

j (x
′)ψj(x

′)

|r− r′| d3xd3x′, (A.7)

Kij =

∫ ∫

ψ∗

i (x)ψj(x)ψi(x
′)ψ∗

j (x
′)

|r− r′| d3xd3x′. (A.8)

Hi defines the contribution due to the kinetic energy and the electron-nucleus

attraction, while Jij and Kij are the Coulomb and exchange integrals, respectively,
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which represent the interaction between two electrons. It should be noted that

Jij ≥ Kij ≥ 0. (A.9)

Besides,

Jii = Kii. (A.10)

This is the reason the double summation in (A.5) can include the i = j terms. If

i = j, the integral (A.7) describes the Coulomb interaction of the charge distri-

bution of one electron with itself. As a consequence, the energy of a one-electron

system, in which there is definitely no electron-electron repulsion, would have

a contribution from (A.7). Since the self-interaction is obviously spurious, the

exchange term (A.8) takes care of this: for i = j, the Coulomb and exchange

integrals are identical and due to the opposite signs in (A.5) exactly cancel each

other. Therefore, the self-interaction problem is elegantly solved within the HF

framework.

The system of equations for one-electron orbitals is obtained from the varia-

tional principle minimizing (A.5) and assuring the orthonormalization condition

∫

ψ∗

i (x)ψj(x)d
3x = δij . (A.11)

The HF differential equations have the form

F̂ψi(x) =

N
∑

j=1

εijψj(x), (A.12)

where the Fock operator

F̂ = T̂ + V̂ + Ĵ − K̂. (A.13)

The Coulomb and exchange operators are defined by

Ĵ(x)ψi(x) =
N
∑

j=1

∫

ψ∗

j (x
′)ψj(x

′)ψi(x)

|r− r′| d3x′ (A.14)
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and

K̂(x)ψi(x) =
N
∑

j=1

∫

ψ∗

j (x
′)ψj(x)ψi(x

′)

|r− r′| d3x′, (A.15)

respectively. Since the result of application of Ĵ(x) on ψi(x) depends solely on

ψi(x) value at position x, this operator and the corresponding potential are called

local. But the result of K̂(x) acting on ψi(x) depends on ψi(x) value at all

points in space because the following one-electron wavefunction is now related to

the integration variable x
′. Consequently, this operator and the corresponding

exchange potential are called non-local.

The matrix ε consists of Lagrange multipliers and its diagonal elements have

the physical interpretation of orbital energies. The expression for orbital energies

can be obtained by multiplying (A.12) by ψ∗

i (x) and integrating:

εi ≡ εii = 〈ψi| F̂ |ψi〉 = Hi +
N
∑

j=1

(Jij −Kij). (A.16)

Summing over i and comparing with (A.5) yields

EHF =
N
∑

i=1

εi −
1

2

N
∑

i,j=1

(Jij −Kij), (A.17)

where the last term corresponds to the total electron-electron repulsion energy.

Note that EHF is not equal to the sum of orbital energies.

As the Fock operator depends on all the occupied electron orbitals appearing

in the expression of the Coulomb and exchange operators, solution of (A.12) must

proceed iteratively. Therefore, the HF method is based on the self-consistent field

procedure, in which a trial set of orbitals is formulated and used to construct

the Fock operator. Then, the HF equations are solved to obtain a new set of

orbitals that are used to construct a revised Fock operator, and so on. The

cycle of calculation and reformulation is repeated until a convergence criterion is

satisfied [60].
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Appendix B

Exchange-Correlation Hole

The concept of one-electron density (2.1) provides an answer to the question of

how likely is it to find one electron of any spin within a particular volume element,

while all other electrons may be anywhere [56]. If we are interested in probability

of finding electron with an arbitrary spin s, then (2.1) transforms to [210]

n(x) = N

∫

. . .

∫

|Ψ(x,x2, . . . ,xN)|2d3x2 . . . d3xN . (B.1)

The one-electron density can be extended to the probability of simultaneously

finding a pair of two electrons with spins s and s′ within two particular volume

elements d3r and d3r′ among the remaining N − 2 electrons in the system. The

quantity that contains this information is the pair-electron density π(x,x′), which

is defined as

π(x,x′) = N(N − 1)

∫

. . .

∫

|Ψ(x,x′,x3, . . . ,xN)|2d3x3 . . . d3xN . (B.2)

Here, Ψ(x,x′,x3, . . . ,xN) ≡ Ψ(x1,x2,x3, . . . ,xN). In case of the probability of

finding electrons with any combination of spins (one up, one down; both up; both

down), the pair-electron density becomes

π(r, r′) = N(N − 1)

∫

. . .

∫

|Ψ(x,x′,x3, . . . ,xN)|2dsds′d3x3 . . . d3xN . (B.3)

The pair-electron density actually contains all the information about electron

correlation. It is a non-negative quantity normalized to the total number of non-

distinct electron pairs N(N − 1). Since one-electron density can be expressed

n(x) =
1

N − 1

∫

π(x,x′)d3x′, (B.4)

and
∫

n(x)d3x = N, (B.5)
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this leads to the following condition

∫ ∫

π(x,x′)d3xd3x′ = N(N − 1). (B.6)

From the antisymmetry of the many-electron wavefunction it follows that

π(x,x) = −π(x,x), (B.7)

which is true only if π(x,x) = 0 [56]. It means that the probability of finding

two electrons with the same spin at the same point in space is zero. This feature

is known as exchange or Fermi correlation, and is a direct consequence of the

Pauli exclusion principle. It is in no way connected to the charge of electrons

and applies equally to neutral fermions. However, one should keep in mind that

exchange does not hold if the two electrons have different spins.

The electrostatic repulsion of electrons prevents them from coming too close

to each other. This effect manifests as Coulomb or simply electron correlation,

and is independent of the spin. The presence of exchange and correlation results

in a reduced probability of finding another electron in the immediate vicinity of

the reference electron [55]. In other words, each electron creates a depletion, or

hole, of density around itself which keeps other electrons from approaching it.

For the definition of the exchange-correlation hole, it is convenient to intro-

duce the concept of the conditional probability Ω(x′,x), which corresponds to the

probability of finding any electron at position x
′ in coordinate-spin space if there

is one already known to be at position x:

Ω(x′,x) =
π(x,x′)

n(x)
. (B.8)

The exchange-correlation hole is then defined as the difference between the con-

ditional probability and the uncorrelated probability of finding an electron at x
′:

hXC(x,x
′) =

π(x,x′)

n(x)
− n(x′). (B.9)

It describes the change in conditional probability caused by the correction for
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spurious self-interaction, exchange, and Coulomb correlation, compared to the

completely uncorrelated situation. By taking into consideration (B.5) and (B.6),

it can be shown that
∫

Ω(x′,x)d3x′ = N − 1, (B.10)

therefore, the exchange-correlation hole contains exactly the charge of one electron

∫

hXC(x,x
′)d3x′ = −1. (B.11)

Interestingly, the electrostatic repulsion energy of electrons U [n] can be expressed

in terms of the spin-independent pair-electron density π(r, r′):

U [n] =
1

2

∫ ∫

π(r, r′)

|r− r′|d
3rd3r′. (B.12)

The rearrangement of respective hXC(r, r
′) results in

π(r, r′) = n(r)n(r′) + n(r)hXC(r, r
′), (B.13)

which can be used for splitting (B.12) into two contributions

U [n] =
1

2

∫ ∫

n(r)n(r′)

|r− r′| d
3rd3r′ +

1

2

∫ ∫

n(r)hXC(r, r
′)

|r− r′| d3rd3r′. (B.14)

The first term is already expressed as J [n] in (2.10) and stands for the classical

Coulomb repulsion energy of electrons. It is important to note that J [n] contains

the unphysical self-interaction. The second term is the energy of interaction be-

tween the electron density and the charge distribution of the exchange-correlation

hole. Since this term includes the correction for the self-interaction together with

all non-classical effects, it becomes obvious why the concept of the hole is of a

great interest. The more we know about the characteristics of hXC(r, r
′) and the

better the approximate hole functions resemble the true ones, the more accurate

results we can expect.

The exchange-correlation hole can be formally split into the Fermi hole, hX(r, r
′) =
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hs=s′

X (r, r′), and the Coulomb hole, hC(r, r
′) = hs,s

′

C (r, r′),

hXC(r, r
′) = hs=s′

X (r, r′) + hs,s
′

C (r, r′). (B.15)

The exchange hole emerges due to the antisymmetry of the wavefunction and

applies only to electrons with the same spin, whereas the correlation hole has

contributions for electrons of either spin and results from the electrostatic inter-

action. Although this separation, motivated by HF picture in which only the

Fermi hole is included, appears to be convenient, only the total hole has a real

physical meaning.

Considering the Fermi hole, it should be noticed that it dominates by far the

Coulomb hole. What is more, just like the total hole, it integrates to the charge

of one electron
∫

hX(r, r
′)d3r′ = −1. (B.16)

This means that the conditional probability for electrons of spin s integrates to

Ns−1 instead of Ns because there is one electron of the same spin s already known

to be at r. Therefore, this electron is removed from the distribution. By removal of

the following charge, the Fermi hole also takes care of the self-interaction problem.

Due to the Pauli exclusion principle, the Fermi hole has to become equal to the

negative one-electron density for r → r
′,

hX(r → r
′, r′) = −n(r′). (B.17)

It can be shown that

hX(r, r
′) ≤ 0, (B.18)

besides, the actual shape of the Fermi hole depends on the one-electron density

at r
′. As a consequence, hX(r, r

′) is not spherically symmetric.

From (B.11) and (B.16) it is obvious that the Coulomb hole must be normalized

to zero, meaning that the integral over all space contains no charge:

∫

hC(r, r
′)d3r′ = 0. (B.19)
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The Coulomb hole is negative and acquires the largest value at the position of

the reference electron, since it originates from the electrostatic interaction which

keeps electrons apart. The fact that hC(r, r
′) integrates to zero indicates that it

must be positive in some regions. In other words, one-electron density is taken

away from areas close to the reference electron and is brought to regions farther

away from it.

In general, the sum rule (B.16) and negativity constraint (B.18) on the ex-

change hole represent stringent requirements, which together determine a well-

defined spatial range for the exchange hole. In comparison, the corresponding sum

rule (B.19) on the correlation hole is a much weaker constraint, since hC(r, r
′) can

have positive or negative values, and so the corresponding length scale is not that

well-defined. However, a large part of success demonstrated by rather crude model

of local density approximation (LDA) lies in the fact that its exchange-correlation

hole satisfies most of the important relations established for the true exchange-

correlation hole. Among those are the aforementioned sum rules and negativity

constraint. Of course, the LDA and exact exchange-correlation holes differ in

many details but it is also true that the homogeneous electron gas provides a

reasonable first approximation to spherically averaged exchange-correlation holes

of real systems. Hence, the straightforward inclusion of low-order gradient cor-

rections violates requirements for the exchange-correlation hole, and this conse-

quently results in much more erratic EXC[n] values. This problem was solved by

enforcing the restrictions valid for the true exchange-correlation holes through cut-

off procedures that restore the violated constraints. Functionals that include the

gradients of the one-electron density and restore the requirements for exchange-

correlation hole in the cut-off manner became known as generalized gradient ap-

proximations (GGAs). Having in mind that GGAs can be more or less treated

as mathematically complex structures developed to satisfy a set of requirements,

it is no surprise that on the whole these functionals make it difficult to point out

the clear-cut physics that stands behind them.
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Appendix C

Adiabatic Connection

The introduction of exchange-correlation hole hXC(r, r
′) into the expression of

electrostatic repulsion energy of electrons (B.14) allows to account for the non-

classical contributions, namely, the exchange and Coulomb correlation. However,

the exchange-correlation energy (2.22) also possesses a term which describes the

kinetic correlation energy, (T [n]−TS[n]). In order to include this information, it is

convenient to apply the adiabatic connection procedure [211] in which two systems

— the non-interacting reference with no electron-electron repulsion and the real

one with electron-electron interaction acting at full strength — are connected by

gradually increasing the coupling strength parameter λ from 0 to 1:

Ĥλ = T̂ + λÛ + V̂λ. (C.1)

For each λ, the effective external potential V̂λ is adapted in such a way that n(r)

remains fixed at the value corresponding to the density of the fully interacting

system. Therefore, for λ = 0, the Hamiltonian of the non-interacting reference

system is recovered with V̂λ=0 = V̂S [see (2.15)], while λ = 1 gives the regular

expression for the real system. Equation (C.1) describes how these two endpoints

are smoothly connected through a continuum of artificial, partially interacting

systems [56]. Now, the total energy of the interacting system Eλ=1[n] can be

expressed through the following integral

Eλ=1[n]− Eλ=0[n] =

∫ 1

0

dEλ[n], (C.2)

as

Eλ=1[n] =

∫ 1

0

dEλ[n] + Eλ=0[n]. (C.3)

To utilize this relation, an explicit expression for dEλ[n] is needed. The change in

total energy Eλ[n] upon an infinitesimal change in the coupling strength parameter

110



λ can be written using the exchange-correlation hole formalism:

dEλ[n] =
1

2
dλ

∫ ∫

n(r)n(r′)

|r− r′| d
3rd3r′

+
1

2
dλ

∫ ∫

n(r)hλXC(r, r
′)

|r− r′| d3rd3r′ +

∫

n(r)dVλ(r)d
3r. (C.4)

Inserting (C.4) into (C.2) yields

Eλ=1[n]− Eλ=0[n] =
1

2

∫ ∫

n(r)n(r′)

|r− r′| d
3rd3r′

+
1

2

∫ ∫ ∫ 1

0

n(r)hλXC(r, r
′)

|r− r′| d3rd3r′dλ+

∫

n(r)[Vλ=1(r)− Vλ=0(r)]d
3r, (C.5)

where n(r) independence of λ was taken into account. Replacing Vλ=1(r) and

Vλ=0(r) by V (r) and VS(r), respectively, and using the total energy expression for

the non-interacting system (2.20), the following equation for the real, interacting

system is obtained:

Eλ=1[n] = TS[n] +
1

2

∫ ∫

n(r)n(r′)

|r− r′| d
3rd3r′

+

∫

n(r)V (r)d3r +
1

2

∫ ∫

n(r)hXC(r, r
′)

|r− r′| d3rd3r′. (C.6)

Here, the notation

hXC(r, r
′) =

∫ 1

0

hλXC(r, r
′)dλ (C.7)

defines the coupling-strength integrated exchange-correlation hole. It is important

to note that the last term in (C.6) corresponds to the exact exchange-correlation

energy:

EXC[n] =
1

2

∫ ∫

n(r)hXC(r, r
′)

|r− r′| d3rd3r′. (C.8)

This means that the substitution of exchange-correlation hole with coupling-

strength integrated exchange-correlation hole allows to include the difference be-

tween the kinetic energy of real and non-interacting systems. The price must be

paid is a further complication of the exchange-correlation hole due to additional

integration over the coupling strength parameter λ. However, this integration has

no effect on the formal properties of hXC(r, r
′) discussed in Appendix B.
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Appendix D

RuO6 under Shear Deformation

Additional data on the evolution of RuO6 structural parameters [see Figure 5.1(c)]

for ground-state tetragonal SrRuO3:
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Figure D.1 Ru-O bond lengths of ground-state tetragonal SrRuO3 as a function
of strain under C44 related shear deformation within PBEsol exchange-correlation
framework.
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Figure D.2 O-Ru-O bond angles of ground-state tetragonal SrRuO3 as a function
of strain under C44 related shear deformation within PBEsol exchange-correlation
framework.
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Additional data on the evolution of RuO6 structural parameters [see Figure 5.1(b)]

for ground-state orthorhombic SrRuO3:
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Figure D.3 Ru-O bond lengths of ground-state orthorhombic SrRuO3 as a func-
tion of strain under C44 related shear deformation within PBEsol exchange-
correlation framework.
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Figure D.4 O-Ru-O bond angles of ground-state orthorhombic SrRuO3 as a
function of strain under C44 related shear deformation within PBEsol exchange-
correlation framework.
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