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1 Introduction

In quantum mechanics there are two kinds of dynamical rules which are used to describe the
observed time dependence of quantum states. For closed systems the unitary evolution
according to the Schrodinger equation is valid. On the other hand, measured system
experiences “reduction” or “collapse of the wave function”. Such dualistic description has
been a problem since early development of quantum mechanics. During recent years the
measurement problem attracted much attention due to the advancement in experimental
techniques. Nevertheless, the full understanding of quantum-mechanical measurements
has not been achieved as yet. The collapse of the wave function refers only to an ideal
measurement, which is instantaneous and arbitrarily accurate. Real measurements are
represented by the projection postulate only approximately.

When the unitary Schrodinger dynamics of a system is disturbed by the interaction
with an environment, the most important effect is creation of the entanglement with an
environment and resulting disturbance of the phase relations between the states of the
system. This process is called decoherence. Without coupling to the environment the
system displays a certain time dependence, governed by its own Hamiltonian. The motion
of a system may become frozen by repeated measurements, even if these are performed
ideally. This phenomenon is called the quantum Zeno effect.

The simplest analysis of the quantum Zeno effect does not take into account the actual
mechanism of the measurement process involved. It is based on an alternating sequence
of unitary evolution and a collapse of the wave function. Later it was realized that the
repeated measurements could not only slow down the quantum dynamics but the quantum
process may be accelerated by frequent measurements as well. This effect is called the
quantum anti-Zeno effect.

The quantum Zeno and anti-Zeno effects have attracted much attention. Although a
great progress in the investigation of the quantum Zeno effect has been made, this effect
is not completely understood as yet. In a more accurate analysis of the quantum Zeno
effect the finite duration of the measurement becomes important. Therefore, the projection
postulate is not sufficient to solve this problem. The measurement should be described
more fully, including the detector and the effect of the interaction with the environment
into the description.

Another interesting concept related to the measurements in quantum mechanics is the
idea of weak measurements by Ahronov, Albert and Vaidman. They showed that even
when the interaction with the quantum system is very weak and it only slightly disturbs
the dynamics of the system, it is possible to obtain some data about the quantum system
averaging over a large ensemble of identical systems. Weak measurements are in some
aspects more similar to the measurements in classical mechanics and can be used to obtain
interesting results about some questions that are trivial in classical mechanics but lack
rigorous formulation in quantum mechanics.

One of such a question is the tunneling time problem. There have been many attempts to



1 Introduction

define a physical time for the tunneling processes. This question is still a subject of much
controversy, since numerous theories contradict each other in their predictions for “the
tunneling time”. Some of these theories predict that the tunneling process takes place at a
speed faster than the speed of light, whereas the others state that it should be subluminal.
The results of the experiments are often ambiguous. Using the weak measurements it is
possible to gain some insight into the tunneling time problem.

Another problem that has attracted much attention is the quantum description of the
arrival time. The problems rise from the fact, that the arrival time of a particle to a definite
spatial point is a classical concept. In classical mechanics for the determination of a time
the particle spends moving along a certain trajectory we have to measure the position of
the particle at two different moments of time. In quantum mechanics this procedure does
not work. Asking about the time in quantum mechanics one needs to define the procedure
of the measurement.

The main goals of the research work

e To show that quantum Zeno and anti-Zeno effects can be understood as a consequence
of the unitary Schrédinger dynamics and does not require a collapse of the wave
function.

e To investigate simple models of measurement demonstrating the quantum Zeno and
anti-Zeno effects.

e To derive a general equation for the probability of the jump during the measurement
without using the collapse of the wave function.

e To compare the decay rate of the measured system given by the derived equation
with the one obtained using more complete models of measurement that include into
description the environment of the detector.

e To use the concept of weak measurements for the investigation of the tunneling time
problem.

e Using weak measurements to investigate the problem of arrival time in quantum
mechanics.

The main conclusions

1. The quantum Zeno and anti-Zeno effects can be described without collapse of the
wave function.

2. Frequent real measurements of the quantum system can cause inhibition as well as
acceleration of the evolution of the system.

3. The general expression for the jump probability during the measurement, first ob-
tained by Kofman and Kurizki can be derived using only the assumptions of the



non-demolition measurement and the Markovian approximation for the quantum
dynamics of the detector.

4. The general expression for the decay rate of a frequently measured system gives a
good agreement with the numerical simulation of the measured two level system and
for the decaying one, showing the quantum Zeno and anti-Zeno effects.

5. The expression is introduced for the duration when the observable has a certain value
subject to a condition that the system is found in a given final state. It is shown that
this duration has a definite value only when the commutativity condition is fulfilled.
In the opposite case two characteristic durations can be introduced which can be
combined into one complex quantity.

6. The tunneling time, defined using the concept of weak measurements, has no definite
value.

7. The density of one sided arrivals in quantum mechanics can be defined using weak
measurements. In analogy with the complex tunneling time, the complex arrival time
is introduced. It is shown that the proposed approach imposes an inherent limitation
on the resolution of the arrival time.

Approbation of the results

The main results of the research described in this dissertation have been published in 9
scientific papers.

Personal contribution of the author

The author of the thesis has performed most of the analytical derivations of the equations
as well as numerical calculations.
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3 Measurements in quantum mechanics

Quantum mechanics has shown an ever increasing range of applicability, making it more
and more evident that the formalism describes some general properties of Nature. De-
spite this success of quantum theory, there is still no consensus about its interpretation.
The main problems center around the notions of “observation” and “measurement”. The
problem of the “classical limit” is at the heart of the interpretation problem. Most text-
books suggest that classical mechanics is in some sense contained in quantum mechanics
as a special case. These standard arguments are insufficient for several reasons. It re-
mains unexplained why macro-objects come only in narrow wave packets, even though the
superposition principle allows far more nonclassical states. Measurement-like processes
would necessarily produce nonclassical macroscopic states as a consequence of the unitary
Scrédinger dynamics. An example is the famous Scrodinger cat [1-3].

It is now being realized that the assumption of a closed macroscopic system is not
justified. Objects we usually call “macroscopic” are interacting with their environment in
such a strong manner that they can never be considered as isolated.

According to a universal Scrodinger equation, quantum correlations with the environ-
ment are permanently created with a great efficiency for all macroscopic systems. Phase
relations between the system states during the interaction with the environment are trans-
ferred to the phase relations between combined system and environment states, leading
to decoherence. Decoherence is crucial in the measurement process. Measurement-like
interactions cause a strong quantum entanglement of macroscopic objects with their en-
vironment. Since the state of the environment is generally inaccessible to the observer,
the accompanying delocalization of phases then effectively destroys superpositions between
macroscopically different states, so that the object appears to be in one or other of those
states.

Since a system in contact with an environment is generally in an entangled state with
the latter it does not possess a pure state for itself. For the purpose of observations
concerning only the degrees of freedom of the system one can form a reduced density matrix
by averaging over the states of the environment. By performing experiments including
also the environment one could, in principle, observe quantum correlations between the
system and the environment which cannot be described by the reduced density matrix.
The Hamiltonian dynamics of the total system usually induces a non-unitary dynamics
for the reduced density matrix of the system itself. The classical properties emerge in
those physical situations in which the system is strongly entangled with the environment
that cannot be controlled and where the reduced density matrix of the former evolves
toward a decohered form with respect to certain properties. Then, while the system
remains entangled with the environment, all observations at our disposal are compatible
with classical statistics concerning these properties [4].

Measurements are usually described by means of observables, formally represented by
Hermitean operators. Physical states are assumed to vary in time in accordance with a

11



3 Measurements in quantum mechanics

dynamical law. In contrast, a measurement device is usually defined regardless of time. If
the system is in a state |«), any basis {|n)} in Hilbert space defines formal probabilities
pn = |(n|a)|* to find the system in a state |n). However, only a basis consisting of states
that are not immediately destroyed by decoherence defines “realizable observables”.

The usual description of measurements is phenomenological. However, measurements
should be described dynamically as interactions between the measured system and the
measurement device. As discussed by von Neumann [5], this interaction must be diagonal
with respect to the measurement basis. It should act on the quantum state of the device in
such a way that the “pointer” moves into a position appropriate for being read, |n)|®q) —
|ny|®,,), where |®g) is the initial state of the measurement device and |®,) is the state
corresponding to the measurement result n. The states |®,,), representing different pointer
positions, must approximately be mutually orthogonal.

In many situations the back-reaction of the environment on the considered system is neg-
ligibly small if the system is in a certain state. This is a typical situation of a measurement-
like process. If the interaction Hamiltonian is of von Neumann’s form

Hiy =Y |n)(n| @ A, (3.1)

where A, are operators acting only in the Hilbert space of the environment, an eigenstate
[n) of the “observable” measured by this interaction will not be changed, while the envi-
ronment acquires information about the state |n) in the sense that its state changes in an
n-dependent way. States which do not change or change minimally during the interaction
with the environment are called “pointer states” [4,6-8].

Because of dynamical superposition principle, an initial superposition Y ¢,|n) does not
lead to definite pointer positions. If decoherence is neglected, one obtains their entan-
gled superposition > c¢,|n)|®,). This dilemma represents the “quantum measurement
problem”. Von Neumann’s interaction is nonetheless regarded as the first step of a mea-
surement. Yet, a collapse seems still to be required — now in the measurement device
rather than in the microscopic system. Because of the entanglement between the system
and the apparatus, it would then affect the total system.

The apparatus itself, since macroscopic, will interact strongly with its environment. By
the same mechanism, correlations are then delocalized again, leading to a diagonal density
matrix for the system and the apparatus. After establishing the system-apparatus correla-
tions, information about the measurement result is rapidly transferred to the environment

E,
<Z Cn|n>|q)n>) |E) — Z n|n) @) | En)
with (E,,|E,) ~ 0. Again, the interaction coupling the apparatus to its environment is
assumed to have the form (3.1) thereby defining the “pointer states” |®,) dynamically.
Therefore, the description of the measurement can have various levels of complexity [4]:

1. The simplest description is obtained when we assume a collapse after each complete
measurement. A sequence of measurements with a collapse of the wave function
after every measurement event leads to a stochastic history of system states. The
coarse grained system’s dynamics can be described by a rate equation for the density

12



matrix. One can test whether the collapse has occured by coherently recombining
the split components of the wave function.

2. The next level of description includes the measuring device. The resulting wave func-
tion is a superposition of all branches corresponding to possible measurement results.
Coherence between different “histories” is fully preserved in this state. Inspecting
the detector would reveal a superposition of different results. The density matrix
of the measuring apparatus is not diagonal in the pointer states, hence it does not
even describe an improper mixture of measurement results. Furthermore, arbitrary
superpositions of macroscopically different pointer readings could be produced by
appropriate manipulations.

3. For a full unitary description the environment has to be included. Only after es-
tablishing quantum correlations with the environment, the “pointer basis” is well
defined, since phase relations between different states of the detector corresponding
to the different measurement results are delocalized. The density matrix describing
the apparatus now represents an improper mixture of measurement results. No ma-
nipulation of system or apparatus states can recover coherence, if the delocalization
of phases into the environment is truly irreversible.

However, decoherence does not provide by itself a solution to interpretational problems,
in particular that of measurement. We still need to explain the selection of one definite
result out of the improper mixture and the corresponding fate of the measured system.
A macroscopic measurement device is always assumed to decohere into its macroscopic
pointer states. However, environment-induced decoherence by itself does not yet solve the
problem, since the “pointer states” |®,) may be assumed to include the total environment.
A way out of this dilemma with quantum mechanical concepts requires one of two possi-
bilities: a modification of the Scrédinger equation that explicitly describes a collapse or
an Everett type interpretation, in which all measurement outcomes are assumed to exist
in one formal superposition.

Although incomplete, models of measurements with various levels of complexity are
useful in investigation of the problems where the simplest description using wave function
collapse is insufficient. In this thesis various models of the measurement are used to con-
sider quantum Zeno and anti-Zeno effects and the problems related with time in quantum
mechanics.

13



4 Quantum Zeno and anti-Zeno effects

4.1 Introduction

Theory of measurements has a special status in quantum mechanics. Unlike classical
mechanics, in quantum mechanics it cannot be assumed that the effect of the measurement
on the system can be made arbitrarily small. It is necessary to supplement quantum theory
with additional postulates, describing the measurement. One of such additional postulate
is von Neumann'’s state reduction (or projection) postulate [5]. The essential peculiarity
of this postulate is its nonunitary character. However, this postulate refers only to an
ideal measurement, which is instantaneous and arbitrarily accurate. Real measurements
are described by the projection postulate only roughly.

The important consequence of von Neumann’s projection postulate is the quantum Zeno
effect. In quantum mechanics short-time behavior of nondecay probability of unstable
particle is not exponential but quadratic [9]. This deviation from the exponential decay
has been observed by Wilkinson et al. [10]. In 1977, Misra and Sudarshan [11] showed
that this behavior when combined with the quantum theory of measurement, based on the
assumption of the collapse of the wave function, leaded to a very surprising conclusion:
frequent observations slowed down the decay. An unstable particle would never decay
when continuously observed. Misra and Sudarshan have called this effect the quantum
Zeno paradox or effect. The effect is called so in allusion to the paradox stated by Greek
philosopher Zeno (or Zenon) of Elea. The very first analysis does not take into account the
actual mechanism of the measurement process involved, but it is based on an alternating
sequence of unitary evolution and a collapse of the wave function.

Cook [12] suggested an experiment on the quantum Zeno effect that was realized by
Itano et al. [13]. In this experiment a repeatedly measured two-level system undergoing
Rabi oscillations has been used. The outcome of this experiment has also been explained
without the collapse hypothesis [14-16]. Stochastic simulations of the quantum Zeno effect
experiment were performed in Ref. [17]. Recently, an experiment similar to Ref. [13] has
been performed by Balzer et al. [18]. The quantum Zeno effect has been considered for
tunneling from a potential well into the continuum [19], as well as for photoionization [20].
The quantum Zeno and anti-Zeno effects have been experimentally observed in an atomic
tunneling process in Ref. [21].

Later it was realized that the repeated measurements could not only slow the quantum
dynamics but the quantum process may be accelerated by frequent measurements as well
[20,22-26]. This effect was called a quantum anti-Zeno effect by Kaulakys and Gontis [22],
who argued that frequent disturbances may destroy quantum localization effect in chaotic
systems. An effect, analogous to the quantum anti-Zeno effect has been obtained in a
computational study involving barrier penetration, too [27]. Recently, an analysis of the
acceleration of a chemical reaction due to the quantum anti-Zeno effect has been presented

14



4.2 Description of the measured system

in Ref. [28].

A simple interpretation of quantum Zeno and anti-Zeno effects was given in Ref. [26].
Using projection postulate the universal formula describing both quantum Zeno and anti-
Zeno effects was obtained. According to Ref. [26], the decay rate is determined by the
convolution of two functions: the measurement-induced spectral broadening and the spec-
trum of the reservoir to which the decaying state is coupled.

The states of the frequently measured system need not be frozen: in the general situation
coherent evolution of the system can take place in dynamically generated quantum Zeno
subspaces [29]. The projective measurements used in the description of the quantum Zeno
effect can be replaced by another quantum system interacting strongly with the principal
system [30-33].

Quantum Zeno effect can have practical significance in quantum computing. The use of
the quantum Zeno effect for correcting errors in quantum computers was first suggested
by Zurek [34]. A number of quantum codes utilising the error prevention that occurs in
the Zeno limit have been proposed [35-39].

In the analysis of the quantum Zeno effect the finite duration of the measurement be-
comes important, therefore, the projection postulate is not sufficient to solve this problem.
The complete analysis of the Zeno effect requires a more precise model of measurement
than the projection postulate. The measurement should be described more fully, includ-
ing in the description the detector. The basic ideas of a quantum measurement process
were theoretically expounded in Refs. [4,6-8,40-42] on the assumption of environmentally
induced decoherence or superselection. Therefore, in order to correctly describe the mea-
surement process one should include in the description the interaction of the detector with
the environment. Regardless of that, simpler models of measurement also can correctly
describe some aspects of quantum Zeno and anti-Zeno effects.

This Chapter is organized as follows. We begin from simple model of measurement in
Sec. 4.3 In Sec. 4.5 we analyze the quantum Zeno and anti-Zeno effects without using
any particular measurement model and making only few assumptions. We obtain a more
general expression for the jump probability during the measurement. Concrete model
of the environment of the detector is used in Sec. 4.6. Another model of the detector
is considered in Sec. 4.7. The influence of the environment is taken into account using
quantum trajectory method.

4.2 Description of the measured system

We consider a system that consists of two parts. The first part of the system has the
discrete energy spectrum. The Hamiltonian of this part is Hy. The other part of the
system is represented by Hamiltonian H,. The Hamiltonian H; commutes with Hy. In
a particular case the second part can be absent, i.e. H, can be zero. The operator V(t)
causes the jumps between different energy levels of ﬁo. Therefore, the full Hamiltonian
of the system is of the form Hg = Hy + Hy + V(t). The example of such a system is an
atom with the Hamiltonian Hy interacting with the electromagnetic field, represented by
H,, while the interaction between the atom and the field is V(¢).

We will measure in which eigenstate of the Hamiltonian H, the system is. The measure-
ment is performed by coupling the system with the detector. The full Hamiltonian of the

15



4 Quantum Zeno and anti-Zeno effects

system and the detector equals to
H=Hs+ Hp+ Hj, (4.1)

where H p 1s the Hamiltonian of the detector and H ; represents the interaction between
the detector and the measured system, described by the Hamiltonian Hy,. We can choose
the basis |na) = |n) ® |a) common for the operators Hy and Hj,

Hy|n) = E,|n), (4.2)
Hilo) = E,|a), (4.3)

where n numbers the eigenvalues of the Hamiltonian Hy and o represents the remaining
quantum numbers.

4.3 Simple model of measurement and quantum Zeno
effect

The complete analysis of the Zeno effect requires a more precise model of measurement
than the projection postulate. The purpose of this section is to consider a simple model
of the measurement. The model describes a measurement of the finite duration and finite
accuracy. Although the used model does not describe the irreversible process, it leads,
however, to the correct correlation between the states of the measured system and the
measuring apparatus.

Due to the finite duration of the measurement it is impossible to consider infinitely
frequent measurements, as in Ref. [11]. The highest frequency of the measurements is
achieved when the measurements are performed one after another, without the period of
the measurement-free evolution between two successive measurements. In our model we
consider such a sequence of the measurements. Our goal is to check whether this sequence
of the measurements can change the evolution of the system and to verify the predictions
of the quantum Zeno effect.

4.3.1 Model of the measurement

The measured system is described in section 4.2. We choose the operator H, representing
the interaction between the detector and the measured system in the form

H; = \jH, (4.4)

where ¢ is the operator acting in the Hilbert space of the detector and the parameter A
describes the strength of the interaction. This system—detector interaction is that consid-
ered by von Neumann [5] and in Refs. [43-47]. In order to obtain a sensible measurement,
the parameter A must be large. We require a continuous spectrum of operator ¢. For
simplicity, we can consider the quantity ¢ as the coordinate of the detector.

The measurement begins at time moment ty. At the beginning of the interaction with
the detector, the detector is in the pure state |®). The full density matrix of the system
and detector is p(tg) = ps(to) @ |P)(P| where ps(ty) is the density matrix of the system.

16



4.8 Simple model of measurement and quantum Zeno effect

The duration of the measurement is 7. After the measurement the density matrix of the
system is pg(7+1to) = Trp {U(T +to) (ps(to) @ |@)(@]) UT (T + tg)} and the density matrix

of the detector is pp(7 + tg) = Trg {U(T +to) (ps(te) @ |@)(@|) UT( + to)} where U(t) is
the evolution operator of the system and detector, obeying the equation

L0 .
i U(t) = HU () (4.5)

with the initial condition U (to) = 1.

Since the initial density matrix is chosen in a factorizable form, the density matrix of the
system after the interaction depends linearly on the density matrix of the system before
the interaction. We can represent this fact by the equality

ps(T +to) = S(7,10)ps(to) (4.6)

where S(7,19) is the superoperator acting on the density matrices of the system. If the
vectors |n) form the complete basis in the Hilbert space of the system we can rewrite
Eq. (4.6) in the form

ps(T 4 to)pr = S(7,10) " P (t0)nm (4.7)

where the sum over the repeating indices is supposed. The matrix elements of the super-
operator are

S(r,to)" = Tep { plU (7 + to) (In) (m] @ |@) (@D (7 + to)Ir) | (4.8)

Due to the finite duration of the measurement it is impossible to realize the infinitely
frequent measurements. The highest frequency of the measurements is achieved when the
measurements are performed one after another without the period of the measurement-
free evolution between two successive measurements. Therefore, we model a continuous
measurement by the subsequent measurements of the finite duration and finite accuracy.
After N measurements the density matrix of the system is

ps(NT)=8(1, (N —1)7)...5(1,7)S(7,0)p5(0). (4.9)

Further, for simplicity we will neglect the Hamiltonian of the detector. After this as-
sumption the evolution operator is equal to U(t, 1+ Ag) where the operator U(t, ) obeys
the equation

9 - L R
iU (t,) = (EHo+ Hi + V(e + o)) U(£,) (4.10)
with the initial condition U(ty, &) = 1. Then the superoperator S(r,t,) is

S(r.to)" /\ GOV PIT (T + to, 1+ AQ)|m) (m|TT (7 +t0, 1+ Ag)|r)dg.  (4.11)
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4 Quantum Zeno and anti-Zeno effects

4.3.2 Measurement of the unperturbed system

In order to estimate the necessary duration of the single measurement it is convenient
to consider the case when the operator V = 0. In such a case the description of the
evolution is simpler. The measurement of this kind occurs also when the influence of the
perturbation operator V is small in comparison with the interaction between the system
and the detector and, therefore, the operator V can be neglected. Since the Hamiltonian
of the system does not depend on ¢ we will omit the parameter ¢, in this section. From
Eq. (4.11) we obtain the superoperator S(7) in the basis |na)

S(T)pe1me2 = §pOmr0 (a1, r3)0 (2, ) €Xp(iWimag.nas T)

pag,rag
X / 1{q|®)|? exp(idwmnTq)dq (4.12)

where
Winn = %(Em —E,), (4.13)
Wmaz,nar = Wmn + %(Eoé2 — Ea,) (4.14)

and (-, -) represent the Kronecker’s delta in a discrete case and the Dirac’s delta in a
continuous case. Eq. (4.12) can be rewritten using the correlation function

F(v) = (®| exp(ivq)|P). (4.15)

We can express this function as F(v) = [ [(¢|®)|* exp(ivg)dg = [(®|p)(p — %|P)dp. Since
vector |®) is normalized, the function F'(v) tends to zero when |v| increases. There exists
a constant C' such that the correlation function |F(v)| is small if the variable |v| > C.
Then the equation for the superoperator S(7) is
S(T)pab 02 = 6, 0mrd (0, )0 (a2, ) eXp(iwmag nay T) E (ATWimn)- (4.16)

bag,ray

Using Eqs. (4.7) and (4.16) we find that after the measurement the non-diagonal elements
of the density matrix of the system become small, since F'(ATwy,,) is small for n # m when
AT is large.

The density matrix of the detector is

(alin(r)|a) = (@ @)@la) Tr {0 (7, 1+ 2o (1, 1+ Aa) . (417)
From Egs. (4.10) and (4.17) we obtain
(alpn(r)la) = (a)(@la) Y explidrwn(ar — @) Y (n,alpsO)n,a)  (4.18)
where .
Wy = ﬁE"' (4.19)

The probability that the system is in the energy level n may be expressed as

P(n) = Z(na a|,65(0)|n, a>' (420)

«
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4.8 Simple model of measurement and quantum Zeno effect
Introducing the state vectors of the detector
B p) = exp (—%ATEQ) ) (4.21)

we can express the density operator of the detector as

po(t) =) |85, )(Pg,

P(n). (4.22)

The measurement is complete when the states |® ) are almost orthogonal. The different
energies can be separated only when the overlap between the corresponding states |®g) is
almost zero. The scalar product of the states |®g) with different energies E; and Fj is

(P, |Pr,) = F(ATwia). (4.23)

The correlation function |F'(v)| is small when |v| > C. Therefore, we have the estimation
for the error of the energy measurement AFE as

ANTAE > hC (4.24)

and we obtain the expression for the necessary duration of the measurement

h
> 4.2
T2 ARG (4.25)
where
Az (4.26)
== .

Since in our model the measurements are performed immediately one after the other, from
Eq. (4.25) it follows that the rate of measurements is proportional to the strength of the
interaction A between the system and the measuring device.

4.3.3 Measurement of the perturbed system

The operator V(t) represents the perturbation of the unperturbed Hamiltonian Hy+ H.

We will take into account the influence of the operator V by the perturbation method,

assuming that the strength of the interaction A between the system and detector is large.
The operator V(t) in the interaction picture is

~ A~

V(t 1o, €) = exp (ih(gﬁo + ﬁfl)t) V(t+ to) exp (—%(fﬁo + Hl)t> | (4.27)

In the second order approximation the evolution operator equals to
N 7 A A 1 T .
U(r,t0,§) ~ exp (—ﬁ(fHo + HI)T) {1 + Fi/ V(t, to,&)dt
0

- %/OT dt1/0 dt2‘7(t17t075)‘7(t2,t05)}- (4.28)
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4 Quantum Zeno and anti-Zeno effects

We obtain the superoperator S in the second order approximation substituting the
approximate expression for the evolution operator (4.28) into Eq. (4.11). Thus we have

S(r.to) = SO(7) + SW (7, t9) + S (7, 1) (4.29)

where S (7) is the superoperator of the unperturbed measurement given by Eq. (4.16),
SMW(7,10) is the first order correction,

ih
X exP (Iwpag nar t) F (A (wrpT + wppt))

1 ) T
— —0pnb(as, a1) exp(iwra, pasT) / dtVinag raq (t + to)
0

1 . T
S(l) (Tv to)zgé,ﬁ? = '—57~m5(044, OQ) exp(leaz;,pasT) / dtvpasmal (t + tO)
0

ih
X exP(1Wmay rast) F (AN wrpT + winst)), (4.30)

and S (7,t) is the second order correction,

1 ) T T
5(2) (T7 to)gg;::‘232 = ﬁ eXp(leOé4,pa3T) / dtl / dt?‘/;)ag,nal (tl + tO)Vmag,ra4 (t2 + tO)
0 0
X F(MwrpT 4+ wpnth + wWinrta)) exXp(iWpas nar t1 + iWinas rast2)

1 .
- ﬁé’/‘mcs(a% aQ) eXp(lea47pa37—) Z

S,

T t1
/ dtl / dtZ‘/;oag,sa (tl + tO)‘/;a,nal <t2 + tO)
0 0

X F(AMwppT + wpsth + wspta)) exp(iwpag,satt + iWsana; t2)

1 .
— ﬁ@m&(ag, a1) exp(iWray pasT) Z

T t1
/ dtl / dt2vma2,sa (tQ + tO)Vtsa,roq (tl + tO)
0 0

X F(MwppT + werts + wimsta)) exp(iwsa rastt + iWmas sal2)s (4.31)

The probability of the jump from the level |ia) to the level | fa;) during the measurement
is W(ia — far) = S(7,t0) 0, fa,- Using Egs. (4.29), (4.30) and (4.31) we obtain

1 T T
W(ia — foy) = ﬁ/ dtl/ dto F(Aw;f(ta — 1))V (t1 + to) far.iaV (E2 + t0)ia, fon
0 0
X exXp (iwm,fal <t2 — tl)) . (432)

The expression for the jump probability can be further simplified if the operator V does
not depend on t. We introduce the function

i :
D faiat) = [Viayial® exp (i_i(E1<fa ar) — El(’éaa))t) : (4.33)
Changing variables we can rewrite the jump probability as
2 T
W(ia — fay) = = Re/ F(Awyit) exp(iwsit) (7 — ) D fayia(t)dt . (4.34)
0
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4.8 Simple model of measurement and quantum Zeno effect

Introducing the Fourier transformation of ®;q, (%)

G apin(w) = — / B o i) exp(—icat) d (4.35)

:% N

and using Eq. (4.34) we obtain the equality

W(ia — far) = 2;;—27 /_  Gpanle) Py (4.36)
where i}
Pyp(w) = ~ Re / FOwist) (1 _ f) exp(i(w — wif)t)dt (4.37)
T 0 T

From Eq. (4.37), using the equality F'(0) = 1, we obtain

/Pif(w)dw =1. (4.38)
The quantity G equals to
Gfoq,ioz(w) = h|vfa1,ia|25(E1<fv Ofl) - El(ia Oé) - hw) . (439)

We see that the quantity G(w) characterizes the perturbation.

4.3.4 The discrete spectrum

Let us consider the measurement effect on the system with the discrete spectrum. The
Hamiltonian Hy of the system has a discrete spectrum, the operator H, = 0, and the oper-
ator V(t) represents a perturbation resulting in the quantum jumps between the discrete
states of the system Hy.

For the separation of the energy levels, the error in the measurement should be smaller
than the distance between the nearest energy levels of the system. It follows from this
requirement and Eq. (4.25) that the measurement time 7 2 , where wpy,;, is the
smallest of the transition frequencies |w;¢|.

When X is large then |F'(Az)| is not very small only in the region |z] < A~!. We can
estimate the probability of the jump to the other energy level during the measurement,
replacing F'(v) by 2C6(v)in Eq. (4.32). Then from Eq. (4.32) we obtain

1
Awmin

: 2 T
Wi = fou) ~ g | Wi gult + to) . (4.40)

We see that the probability of the jump is proportional to A='. Consequently, for large
A, i.e. for the strong interaction with the detector, the jump probability is small. This
fact represents the quantum Zeno effect. However, due to the finiteness of the interaction
strength the jump probability is not zero. After sufficiently large number of measurements
the jump occurs. We can estimate the number of measurements N after which the system
jumps into other energy levels from the equality meaXPN ~ 1 where |Vyax| is
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4 Quantum Zeno and anti-Zeno effects

the largest matrix element of the perturbation operator V. This estimation allows us to
introduce the characteristic time, during which the evolution of the system is inhibited

h |wm1n|

1n =7N = A
B=T Va2

(4.41)
We call this duration the inhibition time (it is natural to call this duration the Zeno time,
but this term has already different meaning).

The full probability of the jump from level |icv) to other levels is W (ia) = >, W(iaw —
faq). From Eq. (4.40) we obtain

. 2 1 T
W) = 50 >0 1 /0 Vo it + 1) 2. (4.42)
f, 3

If the matrix elements of the perturbation V' between different levels are of the same size
then the jump probability increases linearly with the number of the energy levels. This
behavior has been observed in Ref. [48].

Due to the unitarity of the operator U(t, €) it follows from Eq. (4.11) that the superop-
erator S(7, 1) obeys the equalities

Z S 7 to Zg;;ﬂfm = 5nm504170427 (443)
Z S 7 to 23177’0;2 _ 5 5041@2‘ (444)

If the system has a finite number of energy levels, the density matrix of the system is
diagonal and all states are equally occupied (i.e., pnay.mas(to) = %(5nm(5a17a2 where K is
the number of the energy levels) then from Eq. (4.44) it follows that S(7,to)p(to) = p(to)-
Such a density matrix is the stable point of the map p — Sp. Therefore, we can expect
that after a large number of measurements the density matrix of the system tends to this
density matrix.

When A is large and the duration of the measurement is small, we can neglect the non-
diagonal elements in the density matrix of the system, since they always are of order A=
Replacing F(v) by 2C6(v) in Egs. (4.29), (4.30) and (4.31) and neglecting the elements
of the superoperator S that cause the arising of the non-diagonal elements of the density
matrix, we can write the equation for the superoperator S as

L ar tgymerezs 5. (4.45)

S(T, t())nou,mm =~ 5pn(5<043, al)(;rm(S(Oa;, 042>5pr + A p,as,a

pa3,roy

where

n,ol,o 2 i
A(Ta tU)p:a;:af = m /0 Vpas,nal (t + tO)Vnaz,pM (t + tO)dt

1 T
- 5pn6(a47 012) Z W /0 Vnoag,soa (t + tO)Vsa,nal (t + tO)dt

1 T
— 5pn(5(043, Oél) Z W /(; Vvsa’no“l (t + to)vna273a(t + to)dt (446)
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4.8 Simple model of measurement and quantum Zeno effect

Then for the diagonal elements of the density matrix we have p(7+to) = p(to)+ 1 A(T, to)p(to),
or
©i(t) ~ - Al (1) (4.47)
at™ T AP '
If the perturbation V' does not depend on ¢ then it follows from Eq. (4.47) that the diagonal
elements of the density matrix evolve exponentially.

Example: two-level system

As an example we will consider the evolution of the measured two-level system. The system
is forced by the perturbation V' which induces the jumps from one state to another. The
Hamiltonian of this system is

H=Hy+V (4.48)
where
o hw
Hy = =, (4.49)
V=06, +v'5_. (4.50)

Here 04,09, 03 are Pauli matrices and o4 = %(01 + i0y). The Hamiltonian H, has two

eigenfunctions |0) and |1) with the eigenvalues —h% and h% respectively. The evolution
operator of the unmeasured system is

R Q 21 ~ . (Q
U(t) = cos (§t> - h_QH sin (Et) (4.51)
where
5 4 lvl?

If the initial density matrix is p(0) = |1)(1| then the evolution of the diagonal elements of
the unmeasured system’s density matrix is given by the equations

pui(t) = cos? (%t) + (%)QSmQ (%t) (4.53)

poolt) = (1 - (%)2> sin? <%t) | (4.54)

Let us consider now the dynamics of the measured system. The equations for the
diagonal elements of the density matrix (Eq. (4.47) ) for the system under consideration
are

d 1
— ~ —— — 4.55
a P11 - (1311 Poo); ( )
d 1
— ~ — — . 4.56
dt Poo ton (Poo ,011) ( )

where the inhibition time, according to Eq. (4.41), is

2

A

2w

hw

v

(4.57)

tinh -
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4 Quantum Zeno and anti-Zeno effects
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Figure 4.1: The occupation of the initial level 1 of the measured two-level system calculated
according to Egs. (4.7), (4.11), (4.51) and (4.61). The used parameters are i = 1, 02 =
1, w =2, v = 1. The strength of the measurement A\ = 50 and the duration of the
measurement 7 = 0.1. The exponential approximation (4.58) is shown as a dashed line.
For comparison the occupation of the level 1 of the unmeasured system is also shown

(dotted line).

The solution of Eqs. (4.56) with the initial condition p(0) = |1)(1] is

(1) = % (1 + exp (—%t}) | (4.58)

poolt) = % (1 ~exp <—%t)) | (4.59)

From Eq. (4.44) it follows that if the density matrix of the system is

pr =5 (0) 0]+ 1)1, (4.60)

then S(7)p; = ps. Hence, when the number of the measurements tends to infinity, the
density matrix of the system approaches py.

We have performed the numerical analysis of the dynamics of the measured two-level
system (4.48)—(4.50) using Eqs. (4.7), (4.11) and (4.51) with the Gaussian correlation

function (4.15)
2

F(v) = exp (—”—> . (4.61)

202

From the condition ffooo F(v)dv = 2C we have C' = a\/g . The initial state of the system
is |1). The matrix elements of the density matrix p;1(¢) and pio(t) are represented in
Fig. 4.1 and Fig. 4.2, respectively. In Fig. 4.1 the approximation (4.58) is also shown. This
approach is close to the exact evolution. The matrix element p;;(t) for two different values
of X\ is shown in Fig. 4.3. We see that for larger A the evolution of the system is slower.
The influence of the repeated non-ideal measurements on the two level system driven
by the periodic perturbation has also been considered in Refs. [48-51]. Similar results
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4.8 Simple model of measurement and quantum Zeno effect
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Figure 4.2: The non-diagonal element of the density matrix of the measured two-level
system. Used parameters are the same as in Fig. 4.1

Figure 4.3: The occupation of the initial level 1 of the measured two-level system for
different strengths of the measurement: A = 50, 7 = 0.1 (dashed line) and A =5, 7 = 0.2
(solid line). Other parameters are the same as in Fig. 4.1
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4 Quantum Zeno and anti-Zeno effects

have been found: the occupation of the energy levels changes exponentially with time,
approaching the limit %

4.3.5 The decaying system

We consider the system which consists of two parts. We can treat the first part as an atom,
and the second part as the field (reservoir). The energy spectrum of the atom is discrete
and the spectrum of the field is continuous. The Hamiltonians of these parts are H, and
H, respectively. There is the interaction between the atom and the field represented by
the operator V. So, the Hamiltonian of the system is

Hs=Hy+ H + V. (4.62)

When the measurement is not performed, such a system exhibits exponential decay,
valid for the intermediate times. The decay rate is given according to the Fermi’s Golden
Rule

) 2
R(icy — faz) = f’vfaz,ml\zp(hwif) (4.63)
where )
ﬁ(Eaz - Ea1) = Wif (464)

and p(F) is the density of the reservoir’s states.

When the energy level of the atom is measured, we can use the perturbation theory, as
it is in the discrete case.

The initial state of the field is a vacuum state |0) with energy Fy = 0. Then the density
matrix of the atom is po(7) = Tri{p(7)} = Tri{S(7)p(0)} or po(7) = Ser(7)p0(0), where
Sefr 1s an effective superoperator

Ser(T)r =Y S(r)nome. (4.65)

When the states of the atom are weakly coupled to a broad band of states (continuum),
the transitions back to the excited state of the atom can be neglected (i.e., we neglect the
influence of emitted photons on the atom). Therefore, we can use the superoperator Sy
for determination of the evolution of the atom.

Since the states in the reservoir are very dense, one can replace the sum over a by an

integral over E,,
Z...:/dEap(Ea)...
where p(FE,) is the density of the states in the reservoir.

The spectrum

The density matrix of the field is pi(7) = Tro{p(7)} = Tro{S(7)p(0)}. The diagonal
elements of the field’s density matrix give the spectrum. If the initial state of the atom is
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4.8 Simple model of measurement and quantum Zeno effect

|7) then the distribution of the field’s energy is W(Eq) = p1(T)aa = >_; S(T);Oc’yf(}a . From
Egs. (4.29), (4.30) and (4.31) we obtain

2m E,
W(E.) = ﬁ|vfoc,i0|27—Pif (?) (4.66)
!

where P,;(w) is given by the equation (4.37). From Eq. (4.66) we see that P(w) is the
measurement-modified shape of the spectral line.

The integral in Eq. (4.37) is small when the exponent oscillates more rapidly than the
function F'. This condition is fulfilled when % —wif 2 ’\ch Consequently, the width of

the spectral line is

The width of the spectral line is proportional to the strength of the measurement (this
equation is obtained using the assumption that the strength of the interaction with the
measuring device A is large and, therefore, the natural width of the spectral line can be
neglected). The broadening of the spectrum of the measured system is also reported in
Ref. [24] for the case of an electron tunneling out of a quantum dot.

The decay rate

The probability of the jump from the state i to the state f is W (i — f;7) = eﬁ‘(T)?f.
From Eqgs. (4.65) it follows

W(i— f;7) =Y _ W(i0,— fa,7) (4.68)

Using Eq. (4.36) we obtain the equality

Wi — fi7) = 2;;—27/_ " (@) Py () de. (4.69)
where
i) = / P(E)G oo (0)AEs (4.70)

The expression for G(w) according to Eq. (4.39) is
Gri(w) = hp(hw) |VfEa:hw,i0|2- (4.71)

The quantity G(w) is the reservoir coupling spectrum.
The measurement-modified decay rate is R(i — f) = LW (i — f;7). From Eq. (4.69)

we have 9 oo
R(i — f) = h—z /_ G i(w) Pip(w)dw. (4.72)

The equation (4.72) represents a universal result: the decay rate of the frequently measured
decaying system is determined by the overlap of the reservoir coupling spectrum and the
measurement-modified level width. This equation was derived by Kofman and Kurizki [26],
assuming the ideal instantaneous projections. We show that Eq. (4.72) is valid for the more
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4 Quantum Zeno and anti-Zeno effects

realistic model of the measurement, as well. An equation, similar to Eq. (4.72) has been
obtained in Ref. [52], considering a destruction of the final decay state.

Depending on the reservoir spectrum G(w) and the strength of the measurement the in-
hibition or acceleration of the decay can be obtained. If the interaction with the measuring
device is weak and, consequently, the width of the spectral line is much smaller than the
width of the reservoir spectrum, the decay rate equals the decay rate of the unmeasured
system, given by the Fermi’s Golden Rule (4.63). In the intermediate region, when the
width of the spectral line is rather small compared with the distance between w;; and the
nearest maximum in the reservoir spectrum, the decay rate grows with increase of A. This
results in the anti-Zeno effect.

If the width of the spectral line is much greater compared both with the width of the
reservoir spectrum and the distance between w;; and the centrum of the reservoir spectrum,
the decay rate decreases when A increases. This results in the quantum Zeno effect. In
such a case we can use the approximation

Gfi(w) = hBf;i6(w — wg). (4.73)

where By; is defined by the equality By; = 1+ [ Gi(w)dw and wg is the centrum of G(w).
Then from Eq. (4.72) we obtain the decay rate R(i — f) ~ 2XBy; P;f(w;y). From Eq. (4.37),
using the condition A7|w;f| > 1 and the equality [~ F(v)dv = 2C we obtain

1
Pir(wir) = . 4.74
s(wir) = — Aoy (4.74)
Therefore, the decay rate is equal to
2By,
R(2 = ) 4.75
= )~ (4.75)

The obtained decay rate is insensitive to the spectral shape of the reservoir and is inverse
proportional to the measurement strength A.

4.4 Free evolution and measurements

In the analysis of the quantum Zeno effect the finite duration of the measurement becomes
important. In Ref. [47] a simple model that allows us to take into account the finite duration
and finite accuracy of the measurement has been developed. However, in Ref. [47] it has
been analyzed the case when there are no free evolution between the measurements. In
this section we obtain the corrections to the jump probability due to the finite duration of
the measurement with the free evolution between the measurements.

The measured system is described in section 4.2. The measurement begins at time mo-
ment tg. At the beginning of the interaction with the detector, the detector is in the pure
state |®). The full density matrix of the system and detector is p(tg) = ps(to) ® |P)(P|
where pg(to) is the density matrix of the system. The duration of the measurement is 7. Af-
ter the measurement the density matrix of the system is pg(7+to) = Trp{Un (7, o) (ps(to)®
|®)(®)US,(,t0)} where Uni(t,to) is the evolution operator of the system and detector,
obeying the equation

ih%UM(t, to) = H(t +to)Uni(t, to) (4.76)
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4.4 Free evolution and measurements

with the initial condition UM(O, to) = 1. Further, for simplicity we will neglect the Hamil-
tonian of the detector (as in Ref. [47]). Then the evolution operator Uy obeys the equation

a R . R N N
ihe Dl 1o) = (U420 o + Hy + V(¢ + o)) Dt 1) (4.77)

After the measurement the system is left for the measurement-free evolution for time
T —7. The density matrix becomes pg(T+to) = Up(T —7, 7410)ps(T+to) U (T —7,7+10)},
where Ur(t, o) is the evolution operator of the system only, obeying the equation

0 - . .

with the initial condition Up(0,#y) = 1.

The measurements of the duration 7 with a subsequent free evolution for the time 7"— 7
are repeated many times with the measurement period 7T'. Such a process was considered
by the Misra and Sudarshan [11] and realized in the experiments [13].

4.4.1 Jump probability

We will calculate the probability of the jump from the initial to the final state during the
measurement and subsequent measurement-free evolution. The jumps are induced by the
operator V( ) that represents the perturbation of the unperturbed Hamiltonian Hy+ H.
We will take into account the influence of the operator 1 by the perturbation method,
assuming that the durations of the measurement 7 and of the free evolution T — 7 are
small.

The operator V(t) in the interaction picture during the measurement is

Vaa(t, to) = UL 0V (t + o) U (1), (4.79)

where (AJISIJ) (t) is the evolution operator of the system and the detector (4.1) without the
perturbation V'

A

UV (t) = exp (_%(ﬁg + Hy + ﬁl)t) . (4.80)
The evolution operator ﬁM(T, to) in the second order approximation equals to

Owi(r, to) = Uy () (1 + % / " dtV(t, o)
/ dtl/ dtaVai(t1, to) Vs (tg,to)) (4.81)

The operator V(t) in the interaction picture during the free evolution is
Vi(t,to) = UR (0)V (¢ + to) U (1), (4.82)

where Uéo) (t) is the evolution operator of the system without the perturbation V,ie.,

U(t) = exp (—%(ﬂo + fll)t) . (4.83)
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4 Quantum Zeno and anti-Zeno effects

The evolution operator Up(t, to) in the second order approximation equals to

A

. 1 [t -

1 Jo
1 t t _ B
L / dt, / dtQVF(tl,to)VF(tQ,t0)>. (4.84)
0 0

The probability of the jump from the level |icr) to the level |fay) is
W(ia — far) = Trp{(far|Us(T — 7)0n(7)(|icr) (ic| @ |®)(®])
x UNT = 1)Uy (7)[ fon) }- (4.85)

In the second-order approximation we obtain the expression for the jump probability
W (ia — faq). The jump probability consists from three parts.

W(ia — fay) = We(ia — foq) + Wyiao — fay) + Wi — faq), (4.86)

where Wr is the probability of the jump during the free evolution, W)y is the probability
of the jump during the measurement and Wy, is an interference term. The expressions for
these probabilities are (see Refs. [47,53] for the analogy of the derivation)

1 T—1 T—T
Wr(ia — faq) = = / dt, / dtaViayia(ts + to + 7)Via,fay (t2 + to + 7)
0 0

X exp(iWra, ia(ti — t2)), (4.87)
War(io — fan) = OTdtl OT 03V salts + 10) Vi son (E2 + )

% exp (it fayda(tt — t2)) FOwpi(ts — t2)), (4.88)

Wi (i — fayq) = %Re /0 ' dty /T ' dtaViayia(ts + to) Via,fas (T2 + to)
% exp (it fay da(tt — t2)) FOwip (T — t1)), (4.89)

where

wpi = 7(By ~ ), (4.90)
Wiayia = Wi + 1(Ea1 — E,), (4.91)

h
F(z) = (®|exp(izq)|P). (4.92)
The probability to remain for the system in the initial state |ic) is
W(ia) =1-=Y W(ia — fo). (4.93)
f:al

After N measurements the probability for the system to survive in the initial state is equal
to W(ia)N ~ exp(—RNT), where R is the measurement-modified decay rate

R=Y" %W(ia — foy) (4.94)
fran
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4.4 Free evolution and measurements

4.4.2 Example: two-level system

As an example we will consider the evolution of the measured two-level system. The system
is forced by the periodic of the frequency wy perturbation V'(¢) which induces the jumps
from one state to another. Such a system was used in the experiment by Itano et al [13].
The Hamiltonian of this system is

H = Hy+V(t) (4.95)
where
- hw
Hy = =63, (4.96)
V(t) = (v64 4 v*6_) cos(wit). (4.97)

Here 01,09, 03 are Pauli matrices and o4 = %(01 + i03). The Hamiltonian I:IO has two
eigenfunctions |0) and [1) with the eigenvalues —h% and h% respectively.
Using Eqs. (4.87), (4.88) and (4.89) for the jump from the state |0) to the state |1) we

obtain

B [v]? sin® (%(T — 7'))

1) = 4.
7 |v)? T _ t
Wm0 — 1) = S Re [ F(Awt)exp(iAwt) [ 1 —— | dt, (4.99)
0 T
|’U|2 T T ‘
Wi (0 — 1) = o2 Re dt, dts exp(iAw(ty — t2)) F(Aw(t; — 7)), (4.100)
0 T

where Aw = w — wy, is the detuning . Equation (4.99) has been obtained in Ref. [47].
When X is large, the function F' varies rapidly and we can approximate expressions

(4.99) and (4.100) as

T Jof®

_ vl - _
Wit (0 — 1) = TS sin(Aw(T — 7)) (4.102)

where A = \/C, C is the width of the function F', defined by the equation (see Ref. [47])

1 o
C= 5/ F(z)dx (4.103)
If 7> 7 and AwT <« 1 then we obtain
[2T?  |]*T [ 1
1) = I el Sl ) 4.104
WO=D="% T+ e a7 (4.104)

From Eq. (4.104) we see that the jump probability for the non-ideal measurement consists
of two terms. The first term equals to the jump probability when the measurement is
instantaneous, the second term represents the correction due to the finite duration of the
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4 Quantum Zeno and anti-Zeno effects

measurement. In Ref. [47] it has been shown that the duration of the measurement can
be estimated as

1

> —. 4.105
2 (1.105)
From Eq. (4.104) we see that the correction term is small, since the duration of the mea-
surement 7 is almost compensated by the term 1/Aw.

4.5 General expression for the quantum Zeno and
anti-Zeno effects

In this section we analyze the quantum Zeno and anti-Zeno effects without using any
particular measurement model and making only few assumptions. We obtain a more
general expression for the jump probability during the measurement. Expression, derived
in Ref. [26] is a special case of our formula.

The measured system is described in section 4.2. The initial density matrix of the system
is ps(0). The initial density matrix of the detector is pp(0). Before the measurement the
measured system and the detector are uncorrelated, therefore, the full density matrix of
the measured system and the detector is p(0) = ps(0) ® pp(0). The duration of the
measurement is 7.

When the interaction of the detector with the environment is taken into account, the
evolution of the measured system and the detector cannot be described by a unitary
operator. More general description of the evolution, allowing to include the interaction
with the environment, can be given using the superoperators. Therefore, we will assume
that the evolution of the measured system and the detector is given by the superoperator
S(t). The explicit form of the superoperator S(t) can be obtained from a concrete model
of the measurement.

Due to the finite duration of the measurement it is impossible to realize the infinitely
frequent measurements. The highest frequency of the measurements is achieved when the
measurements are performed one after another without the period of the measurement-
free evolution between two successive measurements. Therefore, we model a continuous
measurement by the subsequent measurements of the finite duration and finite accuracy.
After N measurements the full density matrix of the measured system and the detector is

p(NT) = S(7)Vp(0). (4.106)

We assume that the density matrix of the detector pp(0) is the same before each mea-
surement. This means that the initial condition for the detector modified by the measure-
ment is restored at the beginning of each measurement or each measurement is performed
with new detector. For example, if the detector is an atom which is excited during the
measurement, then after the interaction with the measured system is swithed off, due to
spontaneous emission the atom returns to the ground state and the result of the measure-
ment is encoded in the emitted photon, thus the initial state of the detector is restored.
In this case the full duration 7 must be greater than the lifetime of the excited level.
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4.5 General expression for the quantum Zeno and anti-Zeno effects

4.5.1 Measurement of the unperturbed system

In this section we investigate the measurement of the unperturbed system, i.e., the case
when V (t) = 0.

We assume that the measurement of the unperturbed system is a quantum non-demolition
measurement [54-57]. The measurement of the unperturbed system does not change the
state of the measured system when initially the system is in an eigenstate of the Hamilto-
nian Hy. After such an assumption, the most general form of the action of the superoper-
ator S(7) can be written as

S(7)[lna)(ma’| @ pp(0)] = [na)(ma/[emam07 @ S mar (7)1 (0), (4.107)
where .
Wma! na = ﬁ(Em + Eo/ - En - Ea) (4108)

and the superoperator S, ma (7) acts only on the density matrix of the detector. The full
density matrix of the detector and the measured system after the measurement is

A7) =S(T)p(0) = Y [na)(ps)namare e " (ma!| @ Spamar (T)pp(0).  (4.109)

na,ma’

From Eq. (4.109) it follows that the non-diagonal matrix elements of the density matrix
of the system after the measurement (pg)na.me(7) are multiplied by the quantity

Fromar (7) = Tr{Snavmer (7)1 (0) }. (4.110)

Since after the measurement the non-diagonal matrix elements of the density matrix of
the measured system should become small (they must vanish in the case of an ideal mea-
surement), F,q mq (7) must be also small when n # m.

4.5.2 Measurement of the perturbed system

The operator V(t) represents the perturbation of the unperturbed Hamiltonian Hy+ H,.
We will take into account the influence of the operator V(t) by the perturbation method,
assuming that the strength of the interaction between the system and detector is large and
the duration of the measurement 7 is short. Similar method was used in Ref. [58].

We assume that the Markovian approximation is valid, i.e., the evolution of the mea-
sured system and the detector depends only on their state at the present time. Then the
superoperator S, describing the evolution of the measured system and the detector, obeys
the equation

o
5,5 = L(1)S, (4.111)

where L is the Liouvilian. There is a small perturbation of the measured system, given by
the operator V. We can write £ = Lo+ Ly, where Ly is a small perturbation. We expand
the superoperator § into powers of V'

S=80 50 g™ 4 ... (4.112)
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4 Quantum Zeno and anti-Zeno effects

Then from Eq. (4.111) it follows

0

ES(O) = Lo(H)S©, (4.113)
%3@ = Lo(t)SD + Ly ()Y, (4.114)

We will denote as S (¢,,) the solution of Eq. (4.113) with the initial condition S (t =
to,to) = 1. The formal solutions of Eqs. (4.113) and (4.114) are

SO(t,ty) = Texp ( / t .co(t’)dt’> (4.115)

to

and
. t .
S0 (t,0) = / A6 SO (¢, 1) Ly (1) STV (1, 0). (4.116)
0

Here T represents the time-ordering. In the second-order approximation we have

t
S(t,0) = SO(t,0) + / dt, SO (t, 1) Ly ()8 (t1,0)

0

t t1
+ / dt, / dt, SO (t, 1) Ly (11)SO (1, t2) Ly (£2)S O (t2,0). (4.117)
0 0

Using Eq. (4.112), the full density matrix of the measured system and the detector can be
represented as

o0 = 700+ p0 () + PO (1) + -+ (4118)
where
#0(t) = 89(£,0)4(0). (4.119)

Let the initial density matrix of the system and detector is
p(0) = lic)(icar] @ pp(0). (4.120)

The probability of the jump from the level |icr) into the level | fa/) during the measurement
is

Wia — fo') = Te{|fa')(fc/|p(7)}. (4.121)

Using the equation (4.107) we can write
SO, t9) [[na)(ma’| @ pp(0)] = [na) (ma|eneaat=0 @ ST (t,10)pp(0).  (4.122)

From Eq. (4.122) it follows that the superoperator Sﬁ%ma with the equal indices does not
change the trace of the density matrix pp, since the trace of the full density matrix of the
measured system and the detector must remain unchanged during the evolution.

When the system is perturbed by the operator V(t) then the superoperator Ly is defined
by the equation

Lv(t)p==[V(1), 4] (4.123)

1
ih
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4.5 General expression for the quantum Zeno and anti-Zeno effects

The first-order term is pV(¢t) = SM(¢,0)5(0). Using Eqs. (4.116), (4.120), (4.122), and
(4.123), this term can be written as

A(l Z / dt2 |p041 paa, ’La(tQ) e pal (t=t2) <ZO(| ® poc1 za(t7t2)

pai

— i) Voo (t2)e 2120712 (pey | @ S{0, (1, 12) ) S0 (t2,000p(0). (4.124)

When i # f then the first-order term does not contribute to the jump probability, since
from Eqs. (4.121) and (4.124) it follows that the expression for this contribution contains
the scalar product (fa/|ia) = 0.

For the second-order term p? () = S@(t,0)p(0), using Eqs. (4.116) and (4.122), we
obtain the equality

Te{lfa)fali® 0 = 57 [ an T { oV wlse) = (£l V()1 o)}
(4.125)

In Eq. (4.125) the superoperator S o for 18 Omitted, since it does not change the trace.
Then from Eqgs. (4.124) and (4. 125) wé obtain the j jump probability

1 T t1 .
W(ia — fa') = ﬁ/ dtl/ dty Tr { (Vfa’,ia(t1>‘/ia,fa’ (tz)Si(ao?fa, (1, ty)eral ialti=t2)
0 0
+ Vfa/ ia(tZ)‘/;a,fa’ (tl)S](ca) za(tht )eiwm,fa/(nftz))

x S (b, )pD(O)} : (4.126)

Equation (4.126) allows us to calculate the jump probability during the measurement
when the evolution of the measured unperturbed system is known. The explicit form of
the superoperator Sm mar CanL be obtained from a concrete model of the measurement.
The main assumptions, used in the derivation of Eq. (4.126), are Eqgs. (4.107) and (4.111),
i.e., the assumptions that the quantum measurement of the unperturbed system is non-
demolition measurement and that the Markovian approximation is valid. Thus, Eq. (4.126)
is quite general.

The probability that the measured system remains in the initial state |ia) is
W(ia) =1-Y W(ia — fo). (4.127)
f7a/

After N measurements the probability that the measured system remains in the initial
state equals to

W(ia)N ~ exp(—RNT), (4.128)
where R is the jump rate

R=Y" %W(m = fal). (4.129)
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4 Quantum Zeno and anti-Zeno effects

4.5.3 Free evolution and measurements

In practice, it is impossible to perform the measurements one after another without the
period of the measurement-free evolution between two successive measurements. Such
intervals of the measurement-free evolution were also present in the experiments demon-
strating the quantum Zeno effect [13,18,21]. Therefore, it is important to consider such
measurements. This problem for the definite model was investigated in Ref. [59].

We have the repeated measurements separated by the free evolution of the measured
system. For the purpose of the description of such measurements we can use Eq. (4.126),
obtained in Sec. 4.5.2. The duration of the free evolution is 7, the duration of the free
evolution and the measurement together is 7. The superoperator of the free evolution
without the perturbation V is Sg]) (t), the superoperator of the measurement is 8](\2) (t,to).
We will assume that during the measurement the superoperator Ly, does not depend on
time ¢. Then the superoperator S](\g) (t,to) depends only on the time difference t — .

Therefore, we will write S](\g) (t —to) instead of S](\g) (t,t0). When the free evolution comes
first and then the measurement is performed, the full superoperator equals to

S](\g)na7ma’<t - tl)) T > tl > TFand T > t > tl,
S (tt) = SOt —t), T >t > Oand 7p >t > ¢, (4.130)
S](\E)[)na,ma’(t - TF)Sl(U(‘))(TF - t1)7 T >t >0and 7 >t > 7p.

Equation (4.130) can be written as
SO 1) =80 et —1)O(t — T) + S (t — 1)O(7r — 1)

M na,ma’
+ S](\g)na,ma/(t - TF)S}(T(‘))(TF - tl)G(t - TF)G(TF o tl)’ (4131)

where O is Heaviside unit step function. From Eqgs. (4.126) and (4.131) it follows that the
jump probability consists of three terms

W(ia — fo') = Wy(ia — fa') + We(ia — fo') + Wi(ia — fa), (4.132)
where the jump probability during the free evolution is
1 F F )
WF(ZO./ — fo/) = ﬁ/ dtl/ dtQVfa/7m(t1)‘/;a7fa/(tg)elwf"‘/’m(tl_t?), (4133)
0 0
the jump probability during the measurement
1 T t1 .
WM<Za - fO/> - ﬁ / dtl / dt2 Tr { (Vfa’,ia(t1>‘/’ia,foc’(t2)81(\2)ia,fa’ (tl - t2)elwfa/’m(t1_t2)
TF TF
0 iw, 1(t1—t2
t+ Viar ia(t2) Vi, far (1)SN) or sa (f1 — to)e s 171 )>
X S\ inialts = ) (76)(0) } (4.134)
and the interference term is
) I . (0) i
Wiia — fa') = / dt, / it Tr { (Ve (1) Vi g () S g (11 — i )etrersat112)
TR 0

 Viaia(t2)Viaugor ()85 s st = T )esmre 712 ) S (7)o 0) }
(4.135)
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4.5 General expression for the quantum Zeno and anti-Zeno effects

If we assume that the free evolution does not change the density matrix of the detector
and the perturbation V' does not depend on time, we have the jump probability during
the measurement-free evolution

2 (1
|24sm (§Wfa/7iaTF)

2,42
h wfo/,ia

We(ic — fa') = Vi for , (4.136)

the jump probability during the measurement

Wilia = fo') = %MQ’MIF /T dh /t1 dty Tr { (SJ(\/OI)z'a,fa' (tr — tp)e™ratialii=t2)
+ 80ty — ty)eiaser “HZ’))
X Sfaalts = 6)00(0) } (4.137)
and the interference term

. 2sin (Lo inTrF
W](Za — fo/) = |‘/;oc,fo¢’|2 (2 fo! ia )

h2wfo/,io¢
X / dtl TI‘ { <S](\9I)ioz,fa’ (tl — TF)eiwfa/,ia (tl_%TF)
TF
+ SJ(\SI)fa’,ia(tl . TF)eiWia,fa’ (tl—%TF)> ﬁD(O)} . (4.138)

4.5.4 Simplification of the expression for the jump probability

The expression for the jump probability during the measurement can be simplified if the
operator V' does not depend on time ¢. Then Eq. (4.126) can be written as

W(ia — fa') = hQIVm jor|* Re / dty / dtaetoseia=) T[S (t1,) S (t2,0)p(0) ).

(4.139)
Introducing the function
1
Gfa/,ia(w) = |‘/ia,fa’|25 (ﬁ(Ea/ - Ea) - w) (4140)
we can rewrite Eq. (4.139) in the form
, , 2T [
W(ia — fa') = T2 - G ot ia(W)Pia, for (w)dw, (4.141)
where
Plliger = 2R [ [ e TS, (1,028 . 00 0]
(4.142)

Equation (4.141) is similar to that obtained by Kofman and Kurizki in Ref. [26].
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4 Quantum Zeno and anti-Zeno effects

Further simplification can be achieved when the superoperator £y does not depend on
time t and the order of the superoperators in the expression Tr {S( ) (t1, tQ)S(O)- (tg),éD(O)}

ia, fa! [leR 1o

can be changed. Under such assumptions we have

Tr {Sfa for (1, t2>82(a)za(t2)p (0)} =Tr {Sza il )Sz(g)fa (751,152)ﬁD(0)} = Fio o (t1 — t2),
(4.143)
where Fj, (1) is defined by Eq. (4.110). After changing the variables into u = t; — 5 and
v =t; + to from Eq. (4.142) we obtain

1 T
P(W)ia, for = - Re/o (1 — g) Fio s (u) exp (i(w — wip)u) du. (4.144)

Decaying system

We consider a decaying system with the Hamiltonian H, which due to the interaction with
the field decays from the level |i) into the level |f). The field initially is in the vacuum
state |a = 0). Only the energy levels of the decaying system are measured and the detector
does not interact with the field. Then Si(g?fa’ and Py, or(w) do not depend on a and .
Using Eqs. (4.129) and (4.141) we obtain the decay rate of the measured system

R Z Lo = fa) = i;f/ Gy o(w) Poy(w)do, (4.145)

where

Gri(w Z G faio(w (4.146)

The function P, s(w) is related to the measurement-induced broadening of the spectral
line [26,47,60]. For example, when the instantaneous ideal measurements are performed
at time intervals 7, we can take Fj, s/ (t) = ©(7 —t), where O(t) is the unit step function.
Then from Eq. (4.144) we get

2sin® (37(w — wiy))
mT(w —wig)?

P j(w) =

We have that the width of the function P, ;(w) increases when the duration of the mea-
surement 7 decreases.

Equation (4.141) represents a universal result: the decay rate of the frequently measured
decaying system is determined by the overlap of the reservoir coupling spectrum Gy, (w)
and the measurement-modified level width P; s(w).

Depending on the reservoir spectrum Gy;(w) and the frequency of the measurements
1/7 the inhibition or acceleration of the decay can be obtained. If the frequency of the
measurements is small and, consequently, the measurement-induced broadening of the
spectral line is much smaller than the width of the reservoir coupling spectrum, the decay
rate equals the decay rate of the unmeasured system, given by the Fermi’s Golden Rule.
In the intermediate region, when the width of the spectral line is rather small compared
with the distance between w;s and the nearest maximum in the reservoir spectrum, the
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4.6 Influence of the detector’s temperature on the quantum Zeno effect

decay rate grows with the increase of the frequency of the measurements. This results in
the anti-Zeno effect.

If the width of the spectral line is much greater compared both with the width of the
reservoir spectrum and the distance between w; ¢ and the centrum of the reservoir spectrum,
the decay rate decreases when the frequency of measurements increases. This results in
the quantum Zeno effect.

4.6 Influence of the detector’s temperature on the
quantum Zeno effect

In this section we extend the model, used in Ref. [47], including the interaction of the
detector with the environment. Then it becomes possible to study the influence of other
parameters of the detector on the evolution of the measured system, too. Using our model
we analyze the influence of the detector’s temperature on the measured system.

To describe the decoherence and dissipation we use the the Lindblad-type master equa-
tion. Semigroup theories pioneered by Lindblad [61] demonstrated that density-matrix
positivity, translational invariance and approach to thermal equilibrium cannot be satis-
fied simultaneously. Under the assumption of Markovian dynamics and initial decoupling
of system and bath, the semigroup approach adds dissipative dynamics to the quantum
master equations by means of the Lindblad dissipation operators.

Recently the semigroup formalism has attracted much attention. Quantum computing
is one of the fields in which quantum dissipation finds the most recent applications. In
physical chemistry semigroup theories have been utilized to model dynamics of ultrafast
predissociation in a condensed-phase or cluster environment [62], and electronic quenching
due to the coupling of the adsorbate negative ion in resonance to the metal electrons in the
desorption of neutral molecules on metal surfaces [63]. In nuclear physics, the semigroup
formalism is applied to model giant resonances in the nuclear spectra above the neutron
emission threshold [64].

4.6.1 Model of the measurement

The measured system is described in section 4.2. As the detector we use a harmonic
oscillator with the Hamiltonian

- P
Hp = hQ (b*b + 5) : (4.147)

where b and b' are the creation and anihillation operators, respectively. We choose the
interaction operator H; in the form

H; = \jH,, (4.148)

where ¢ = bT+b is the coordinate of the detector and the parameter A describes the strength
of the interaction. This system — detector interaction is similar to that considered by von
Neumann [5] and in Refs. [43-47,53]. In order to obtain a sensible measurement, the
parameter A must be large.
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4 Quantum Zeno and anti-Zeno effects

The measurement begins at time moment ty. At the beginning of the interaction with
the detector, the detector’s density matrix is pp(tg). The detector initially is in the thermal
equilibrium with the temperature 7". Therefore,

hQn h$2
op(ty) = pr = — | 1- ——— 4.149
pott) = pr = (o7 ) (1o (< 151) ) (4.149)
where 7 = bth. The average excitation of the detector in thermal equilibrium with the
temperature T is
hQ) -

The full density matrix of the system and detector is p(tg) = ps(to) ® pp(to) where ps(to)
is the density matrix of the system.

The detector is interacting with the environment. The master equation for the density
matrix of the system and the detector in the Lindblad form is (Ref. [61])

—== = < [H, p(t)] + Lo[p(t))], (4.151)

where
Lplpt)] = > ([Vup(t), Vi + [V, st V1], (4.152)

and Vu are the Lindblad dissipation operators. We use the equation of a dissipative phase
damped oscillator discussed in quantum optic [4]. The Lindblad dissipation operators are

chosen as follows,
v, = \gz}v;, Vy = 1/%ET, Vy = %I}. (4.153)

Then the equation (4.151) for the density matrix becomes

ag_(tt) = [, 0] + 2 (2np(t)n — i2p(t) — (1))
n g@i)w)i) — (n+1)p(t) = p(t)(7 + 1))
+ DL @bp(0)bT — ap(t) — p(t)n). (4.154)

2

The approach to the thermal equilibrium is obtained when the parameters v; and 7| satisfy

the condition [65]
~exp [ T8 (4.155)
n=mexp (=) :

4.6.2 Solution of the master equation

For the solution of the equation (4.154) we adopt the technique used in Ref. [66]. We
introduce the quantum characteristic function [67]

X(€,€%) = Te{pe =70, (4.156)
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4.6 Influence of the detector’s temperature on the quantum Zeno effect

The quantum characteristic function of the detector at the thermal equilibrium is

xr(§, &) = exp(=£&™n(T)). (4.157)

We multiply the equation (4.151) by exp(—&*b) from the left and by exp(£bt) from the
right and take the trace. When the interaction between the measured system and the
detector is absent (i.e., A = 0), we obtain the equation

O o (0

o2 L, 2 0
(fga@s X- 528&*2X Eaan X gex )
i 9 9 *
+ = (gag ag*x—%ﬁ x)
i 9 . 0
__( X ag*x)’ (4.158)

We will search the solution of Eq. (4.158) in the form
X(§,€7) = exp (Z Cj,k(t)fj(—g*)k) : (4.159)
jk

where C}, are the coefficients to be determined. Substituting Eq. (4.159) into Eq. (4.158)
we obtain the set of equations for the coefficients C

CitlD) _ (5 — k) Cyt1) ~ 20— KPCoalt)
+ %(% Y+ E)Chk(t) + 710510k, (4.160)

The solution of Eq. (4.160) is
Cha(t) = Cri(0)e” O 4 j(T) (1 — e (1) | (4.161)
Cj(t) = Cj(0)e 0 M1 3U—RH =3I GEt ot £ (4.162)

From the solution we see that the function x approaches the function at the equilibrium
X1 as the time t grows. The detector’s density matrix pp, correspondingly, tends to the

A
4.6.3 Measurement of the unperturbed system

At first, we will consider the case when the perturbation is absent, i.e., V(t) = (. Since
the Hamiltonian of the measured system does not depend on ¢ we will omit the parameter
to in this section.

We introduce the density matrix pp,, = Y (ma|pjna) and the characteristic function

Xoman(€,E55) = Tr{ (1) e=¢1, (4.163)
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From Eq. (4.151) we obtain the equation for the density matrix py, .,

0 . . . . . P .
&pm,n = _lwmnpm,n - IA(wmqpm,n - pm,nqwn) + LD [pm,n]a (4164)
where
E
n == 4.165
wn = = (4.165)
Winp = Wy — Wh- (4.166)

Equation (4.164) may be solved similarly as in Sec. 4.6.2. When the detector is initially
at equilibrium then x,,n(€,£%0) = Xmn(0) exp(—££*n(T)). As in Sec. 4.6.2 we take the
characteristic function of the form (4.159) and obtain the equations for the coefficients C;

0Co,0

5t = W (L4 A(Cro+ Co1)), (4.167)
8;;70 = (12 = %) Cro + 1M wn = Wi C1,1), (4.168)
82?71 = —(iQ + Yer) Co,1 — IMwm + WnnC11), (4.169)
ag;,l = Or =)t m (4.170)
with the initial conditions Cp(0) = 0, C10(0) =0, Cp1(0) =0, C11(0) = n(T"). Here
eft = %W +y = m). (4.171)

The solutions of Egs. (4.167)-(4.170) are

Cia(t) = n(T), (4.172)
A Wn — Wi (T) .
t) =iz = UL 1 — (i2=em)t 4.1
Cro(t) =A=—""2g (1-e ) (4.173)
.\ Wm + wmnﬁ(T) —(@
Coq(t) = —iX 1 — o~ (1Q+m)t 4.174
0.1(¢) 1 et + 102 ( € ) ; ( )

: Wn — Wi (T') 1 o
C t = - mnt >\2 mn - mn t _— (IQ ’Veff)t _ 1
0,0( ) 1w + Aw 10 ( + popTo (e )

m mn_ T 1 —(1

Using Eqs. (4.159) and (4.175) we find that the non-diagonal elements of the density matrix
of the measured system become small as the time ¢ grows. This represents the decoherence
induced by the measurement. The diagonal elements of the density matrix do not change.

4.6.4 Measurement of the perturbed system

The operator V(t) represents the perturbation of the unperturbed Hamiltonian Hy + H;.
We assume that diagonal matrix elements of the perturbation operator V' are zeros. We will
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4.6 Influence of the detector’s temperature on the quantum Zeno effect

take into account the influence of the operator 1% by the perturbation method, assuming
that the strength of the interaction A between the system and detector is large. This
method was developed in Sec. 4.5.2.

Using Eq. (4.126) we obtain the probability of the jump during the measurement

W(ia — far,t) = thvm rol? / dt, / ta T { (59, (1~ 1)

+ Sfialt —tz)) St m(tz)pp} (4.176)
Defining a new characteristic function similarly as in Eq. (4.163)
Xiaofor (6, €511, 1) = Tefe e €8 () — )80, (1))} (4.177)

the jump probability (4.176) can be expressed as

. 1 t t1
W(ZCY - fala t) = ﬁﬂ/ia,fal |2 / Cltl / dt2 (Xia,ftn (07 07 tla t2> + Xfochia(()? 0) tla t?)) .
0 0

(4.178)

The detector initially (at ¢ = 0) is in the thermal equilibrium with the temperature

T, pp = pr (Eq. (4.149)). The initial characteristic function is Xia, fa,(§,£%0,0) =

exp (—€€*n(T)). Using the results of the Sec. 4.6.3 (Egs. (4.159) and (4.172)—(4.175)
), we obtain the characteristic function of the density matrix at time ¢,

Xio, fan (575*;t27t2) = Tr{eng v bS’La za(tQ)ﬁD}

1€ w; ;
— e Mk i(Q—7em)t2
P (%ﬁ — 0 (1=e ))

1E* A\w; :
X S T (1 — e i@ Fvemt2) _ cerp (T ) 4.179
exp <%ﬁ.~+m( e ) — &6 n( )> ( )

Taking the function xiq, fa, (€, £ ta, t2) from Eq. (4.179) as the initial characteristic function
and proceding further as in Sec. 4.6.3, we have the value of the characteristic function,
defined by Eq. (4.177) with the parameters £ = £* =0

X’ia,foq (07 07 t17 t?) = €XP ( - iwia,fal (tl - t2)

+ )\2wifw (tl — s+ ; (e(iQ—Veﬁ)(ﬁ—m) _ 1))

Veft — i) Veft — i
w; + w;rn(T) ( 1 o -
- )\2(,«}2- e t —t + — (e (1 +'Yeff)(t1 t2) _ 1
d Veft + i€2 ! ? Veft + i ( )
Azwifwi i0— i0— B
-+ m (1 — e( 'Yeff)tQ) (1 _ e( Yotr) (t1 tz))
Nwipwi —(i© ¢ —(9 t—t
g () (1 ettty ) (4s0)
Here )
Wia,fa; = Wif + 7 (Ea — Ea,). (4.181)

h
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4 Quantum Zeno and anti-Zeno effects

Approximations

When the dissipation is fast, i.e., the dissipation time is much less than the period of the
oscillator, we have 2 < 7eg. Then

Xioe,foq (Oa Oa tly tQ) = exXp (_iwia,fal (tl - t2))

- )‘2wi2f 1 —Yest (t1—t
x exp | —(1+2n(T)) t1 —ty + (e Yeft(t1—t2) _ 1) ).
Veft

Veft

The probability of the jump from the level |ia) to the level |fa) during the measurement
according to Eq. (4.178) is

_ 2t 9 ! w\ _
_ — . . Wfaq,ialh
W(ia — faq,t) 2 \Via,fas | Re/o du <1 t) e“e
1+ 2n(T))A\2w? 1
X exp (—( L) N wy (u + —(e7 7" — 1))) . (4.182)

Veft Veft

We introduce the function

1 .

D ayi0(t) = [Via,fou |” €xp (ﬁ[ﬂ(f, a1) — B3, a)ﬁ) (4.183)

and the Fourier transformation of ®;,, i (%)

1 o
Gfaia(w) = 2—/ dt® 14, .ia(t) exp(—iwt). (4.184)

T J -

Then we can rewrite Eq. (4.182) in the form

) 2wt [

W(iao — fay,t) = = dwG oy ia(W)Pif(w), (4.185)

where
Py = +Re [ du (1= %) exp il wip)
X exp (— (1 +2n(1) Ny (u + ! (et — 1))) . (4.186)

Veft Veft

The equation (4.185) is of the form, obtained by Kofman and Kurizki [26], assuming the
ideal instantaneous projections. The function P(w);s is the measurement-modified shape
of the spectral line (Refs. [26,47,60]). Here we have shown that Eq. (4.185) can be derived
from more realistic model as well. The assumption that dissipation is fast, 2 < g is
crucial. Without this assumption the jump probability cannot have the form of Eq. (4.185),
since then Xia, fa, (0,0;t1,t2) depends not only on the difference ¢; — ¢o but also on .

When A is big then to the integral in Eq. (4.182) contribute only small values of u and
we can expand the exponent exp(—~.gu) into Taylor series keeping the first three terms
only. We obtain the jump rate

2 & 1
R(ia — faq) = ﬁ\VmJQIF Re/ du exp (iwfal,mu — 5(1 + Qﬁ(T)))\wafUQ)
0
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4.7 Quantum trajectory method for the quantum Zeno and anti-Zeno effects

) 2|‘/7ioz fOél|2 m
. 7 4.1
R(ia — fon) P2 |wip| \ 2(1 4 20(T)) o

The obtained decay rate inversely proportional to the measurement strength A\. The mea-
surement strength appears in the equations multiplied by /1 + 2n(T'), therefore, the effect
of the measurement increases as the temperature of the detector grows.

or

4.7 Quantum trajectory method for the quantum Zeno
and anti-Zeno effects

The density matrix analysis assumes that the experiment is performed on a large num-
ber of systems. An alternative to the density matrix analysis are stochastic simulation
methods [68-72]. Various stochastic simulation methods describe quantum trajectories for
the states of the system subjected to random quantum jumps. Using stochastic methods
one can examine the behaviour of individual trajectories, therefore such methods provide
the description of the experiment on a single system in a more direct way. The results
for the ensemble are obtained by repeating the stochastic simulations several times and
calculating the average.

Stochastic simulations of the quantum Zeno effect experiment were performed in Ref. [17].
In this Section we describe the evolution of the detector interacting with the environment
using the quantum jump model developed by Carmichael [70]. We use the quantum jump
method to describe the evolution of frequently measured systems and to compare the
numerical results with the analytically obtained decay rates.

4.7.1 Measurement of the unperturbed system

The measured system is described in section 4.2. In this Section we consider the Hamil-
tonian H, with two eigenstates: ground |g) and excited |e). At first we investigate the
measurement of the unperturbed system, i.e., the case when vV =0.

We assume that the Markovian approximation is valid i.e., the evolution of the measured
system and the detector depends only on their state at the present time. The master
equation for the full density matrix of the detector and the measured system is

1 - 1 - 1 -

9 plt) = < [Fo, 1))+ <1 [, (0] + -, )] + Lop(t),  (4188)
where the superoperator Lp accounts for the interaction of the detector with the envi-
ronment. We assume that the measurement of the unperturbed system is a quantum
non-demolition measurement [54-57]. The measurement of the unperturbed system does
not change the state of the measured system when initially the system is in an eigenstate
of the Hamiltonian Hy. This can be if [f[o, f[;] =0.

We introduce the superoperator L, ,, acting only on the density matrix of the detector

1 - A a0 f o~ R
Lomp = = ((nlHiln)p — plm|Hilm)) + —[Hp, p] + Lpp (4.189)
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4 Quantum Zeno and anti-Zeno effects

and the superoperator S, ,,(t) obeying the equation

0

— = 4.1
5 Sun(t) = LonSun(?), (4.190)

with the initial condition S, ,,(0) = 1. Then the full density matrix of the detector and
the measured system after the measurement is

p(rar) = S(man)p(0) =Y [n)(ps)nm (0)€“™" ™ (m| @ Sy (7a1)pp (0), (4.191)

where 7, is the duration of the measurement and
Winn = Wm — Wy (4.192)

with w, = E,/h. From Eq. (4.191) it follows that the non-diagonal matrix elements of the
density matrix of the system after the measurement (ps)n.m(7ar) = (ps)nm(0)e“™n™ are
multiplied by the quantity

Since after the measurement the non-diagonal matrix elements of the density matrix of
the measured system should become small (they must vanish in the case of an ideal mea-
surement), £, ,,(7pr) must be also small when n # m.

4.7.2 The detector

We take an atom with two energy levels, the excited level |a) and the ground level |b), as
the detector. The Hamiltonian of the detecting atom is

. hQ
Hp = TDO— (4.194)
Here h{lp defines the separation between levels |a) and |b), 6., 6,, 6, are Pauli matrices.

The interaction Hamiltonian H ;1 we take as
Hi = BAlg) (gl (64 + ), (4.195)

where 64 = %(&x +1i6,). The parameter A describes the strength of the coupling with the
detector. The detecting atom interacts with the electromagnetic field. The interaction of
the atom with the field is described by the term

. r... S A
Lopp = =5(046-pp = 26-ppd+ + ppo.+0-), (4.196)

where I is the atomic decay rate.

At the equilibrium, when there is no interaction with the measured system, the density
matrix of the detector is pp(0) = |b)(b|.
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4.7 Quantum trajectory method for the quantum Zeno and anti-Zeno effects

Duration of measurement

We can estimate the characteristic duration of one measurement 7, as the time during
which the non-diagonal matrix elements of the measured system become negligible. There-
fore, in order to estimate the duration of the measurement 7,;, we need to calculate the
quantity

Feg(t) = Tr{Se4(t)n(0)}.
We will solve the equation

0 1

—pp=—|Hp, p Leoohp. 4.197
s ih[ ps Ppl + Legpp ( )
For the matrix elements of the density matrix of the detector we have the equations
0
=2 Paa = 1APab — I'Paas 4.198
5¢Paa = AP = Tp (4.198)
0
5P = iAppa + I'paa; (4.199)
0 i€) +iA 1F (4.200)
A Pab = —1 a INPaa — F1 Pab, .
8tp b DPab P 9 Pab
0 ) ) 1
pra =1iQpppa + iAppy — Epra. (4.201)

with the initial conditions pu,(0) = ppa(0) = paa(0) = 0, pp(0) = 1.

Atom can act as an effective detector when the decay rate I' of the excited state |a) is
large. In such a situation we can obtain approximate solution assuming that py, and pg
are small and py, changes slowly. Then the approximate equation for the matrix element

Pba 18

0 1

— v = 1Appp(0) — =" ppa 4.202

5P = 1A0w(0) = 5T (4.202)
with the solution \

pra(t) = 25(1~ e 2™, (4.203)
Substituting this solution into the equation for the matrix element py, we get

0 A2 1

—ppp = —2—=(1 —e72""). 4.204

YA T (I—e ) ( )

Taking the term linear in ¢ we obtain the solution

A2 A2
pw(t) =1 — 25t~ e 2Tl (4.205)

Since pqq(t) = 0, using Eq. (4.205) we have

Foglt) = pun(t) ~ exp (_L)

T™

where

T
2N
is the characteristic duration of the measurement. This estimate is justified comparing
with the exact solution of the equations. We get that the measurement duration is shorter
for bigger coupling strength .

T (4.206)
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4 Quantum Zeno and anti-Zeno effects

4.7.3 Stochastic methods

The density matrix approach describes the evolution of a large ensemble of independent
systems. The observed signal allows us to generate an inferred quantum evolution condi-
tioned by a particular observed record [70]. This gives basis of the quantum jump models.
In such models the quantum trajectory is calculated by integrating the time-dependent
Schrodinger equation using a non-Hermitian effective Hamiltonian. Incoherent processes
such as spontaneous emission are incorporated as random quantum jumps that cause a
collapse of the wave function to a single state. Averaging over many realizations of the
trajectory reproduces the ensemble results.

The theory of quantum trajectories has been developed by many authors [68-70,73-76].
Quantum trajectories were used to model continuously monitored open systems [70,73,74],
in the numerical calculations for the study of dissipative processes [68,76], and in relation
to quantum measurement theory [69, 75].

We assume that the Markovian approximation is valid. The dynamics of the total system
consisting of the measured system and the detector is described by a master equation

VP
ap(t) = Mop, (4.207)

where M is the superoperator describing the time evolution. The superoperator M can
be separated into two parts

M=L+7. (4.208)

The part J is interpreted as describing quantum jumps, £ describes the jump-free evolu-
tion. After a short time interval At the density matrix is

p(t + At) = p(t) + Lp(t) At + T p(t)At. (4.209)
Since Eq. (4.207) should preserve the trace of the density matrix, we have the equality
Te{Lp(8)} + Tr{Tp(t)} = 0. (4.210)
Using Eq. (4.210) equation (4.209) can be rewritten in the form

. T p(t) .
(1 =Te{Tp(t)}Al) + ———+— Te{Tp(t)}At. (4.211)
Te{Tp(t)}
This equation can be interpreted in the following way: during the time interval At two
possibilities can occur. Either after time At the density matrix is equal to conditional

density matrix

L) + Lp(t) At
1+ Te{Lp(t) At

At + At) =

. Jp(t)
Piump(t + At) = ————F— 4.212
with the probability
Prumpt) = TH{T (1)} A (4.213)
or to the density matrix
. o(t) + LAtp(t
Projump(t + AL) = -2 ®) ) (4.214)

1 Tr{Lp(t) YAt
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4.7 Quantum trajectory method for the quantum Zeno and anti-Zeno effects

with the probability 1 —pjump(t). Thus the equation (4.207) can be replaced by the stochas-
tic process.

Here we assume that the superoperators £ and J have the form
AU PN
£p= - (Haxp — pHy) (4.215)
Tp=CpCT. (4.216)

The operators H.z and C are non-Hermitian in general. If the superoperators £ and J
have the form given in Egs. (4.215), (4.216) and the density matrix at the time ¢ factorizes
as p(t) = |W(t))(¥(¢)| then after time interval At the density matrices pjump(t + At) and
Pro—jump(t + At) factorize also. Therefore, equation for density matrix (4.211) can be
replaced by the corresponding equation for the state vectors. The state vector after time
At in which a jump is recorded is given by

1
NQOletet o)

The probability of a jump occurring in the time interval At is

W jmp (t + At)) = ClU(t)). (4.217)

Piump(t) = (U(1)|CTC|T (1)) AL. (4.218)

If no jump occurs, the state vector evolves according to the non-Hermitian Hamiltonian
Heffv

1~

|Wjump ( + AL)) = ! (1 - ﬁﬂcﬁm) [T(t). (4.219)
\/ (T ()] (1 + E(Hl - ﬁeg)At) T ()

Numerical simulation takes place over discrete time with time step At. When the wave-
function |W(t,)) is given, the wavefunction |¥(¢,1)) is determined by the following algo-
rithm [70]:

1. evaluate the collapse probability pjump(t,) according to Eq. (4.218)
2. generate a random number 7, distributed uniformly on the interval [0, 1]

3. compare Pjump(t,) with 7, and calculate |U.(¢,41)) according to the rule

(W (tny1)) ~ é|qj0<tn)>v pjump(tn) < Tn,

1 -
(t0e)) ~ ex0 (= Her B ) WD), () >

We can approximate the second case as

(e~ (1= ) [900,)
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4 Quantum Zeno and anti-Zeno effects

4.7.4 Stochastic simulation of the detector

At first we consider the measurement of the unperturbed system and take the perturbation
V' = 0. The measured system is an atom with the states |g) and |e). The Hamiltonian of
the measured atom is

Hy = hwegle) (el (4.220)

where Aw,, is the energy of the excited level.

The stochastic methods described in Sec. 4.7.3 were used to perform the numerical
simulations of the measurement process. Using the equation (4.196) we take the operator
C in Eq. (4.216) describing jumps in the form

C=VTs_ (4.221)
and the effective Hamiltonian in Eq. (4.215) as
A A A A D
Heﬁ‘ = H(] + HD + H] - 1h50'+0',. (4222)

The wavefunction of the measured system and the detector is expressed in the basis of the
eigenfunctions of the Hamiltonians of the measured system and the detector

(W) = ceal€)|a) + cale)|b) + galg)|a) + conl9)[D)- (4.223)

The effective Hamiltonian produces the following equations for the coefficients of the wave
function |)

. . Qp .

Ceq = —1 (weg —I— 7 — 15) Ceas (4224)
0

Cop = —i (aeg - 7D> Cob, (4.225)
Q r

Cga = —iACqy — I—2Cgq — =Cgay (4.226)
2 2
0

Cop = —iACqa + iTchb. (4.227)

Equations (4.224)—(4.227) are used in the numerical simulations to describe the evolution
between the jumps. After the jump in the detecting atom the unnormalized wavefunction
is

ClW) = VT (Ceale)[b) + galg)[D)). (4.228)
The jump occurs with the probability pjum, obtained from Eq. (4.218),

|Cea|2 + |Cga|2

D =TAt .
T |Ceal® + |Cga|2 + [cen|? + |Cgb|2

(4.229)

For numerical simulation we take the measured system in an initial superposition state
\/ii(|e> + |g)). The typical quantum trajectories of the detector are shown in Fig. 4.4.
There are two kinds of trajectories corresponding to the collapse of the measured system

to the excited or the ground states. The trajectories corresponding to the collapse of
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Figure 4.4: Typical quantum trajectories of the detector. Figure shows the probability pg,
of being in the excited level of the detector. The solid line corresponds to the case when
the measured system collapses to the ground state and the dashed line corresponds to the
case when the measured system collapses to the excited state. The parameters used for
numerical calculation are At =0.1, ' =10, A =1, and Qp = 1.
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Figure 4.5: Probability for the detector to be in the excited state, after performing an
ensemble average over 1000 trajectories. The parameters used are the same as in Fig. 4.4.
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Figure 4.6: Non-diagonal matrix elements of the density matrix of the measured system.
The solid line corresponds to the numerical calculations and the dashed line corresponds to
the exponential decay with the characteristic time given by Eq. (4.206). The parameters
used are the same as in Fig. 4.4.

the measured system to the ground state show the repeated jumps. The mean interval
between jumps, obtained from the numerical simulation is of the same order of magnitude
as Ty = b according to Eq. (4.206). After averaging over the realizations the probability
for the detector to be in the excited state is shown in Fig. 4.5. The figure shows that this
probability reaches the stationary value. The time dependency of the non-diagonal matrix
elements of the density matrix of the measured system is shown in Fig. 4.6. The figure
shows a good agreement between the results of numerical calculations and the exponential
decay with the characteristic time estimated from Eq. (4.206).

4.7.5 Frequently measured perturbed two level system

We consider an atom interacting with the classical external electromagnetic field as the
measured system. Interaction of the atom with the field is described by the operator

V = —hQg(|e){g| + |g)(e]) cos Qt, (4.230)

where () is the frequency of the field and 2z is the Rabi frequency. In the interaction
representation and using the rotating-wave approximation the perturbation V' is

— - (€e) (gl + e g)(el), (4.231)

where

Aw = wey — 2 (4.232)

is the detuning. Here fw., = hw. — hw, is the energy difference between the excited and
the ground levels of the measured atom.
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4.7 Quantum trajectory method for the quantum Zeno and anti-Zeno effects

If the measurements are not performed, the atom exhibits Rabi oscillations with the
frequency Qg. If the measured atom is initially in the state |g), the time dependence of
the coefficient ¢, of the wavefunction |¥) = c.|e) + ¢4|g) is

—_litAw 1 . Aw . 1
cy(t) = e 212 <cos (575\/&(12 + Q%) + 1\/ﬁ sin (575, [ Aw? + Q%)) . (4.233)

In particular, if the detuning Aw is zero, we have

¢,(t) = ¢, (0) cos (%t) . (4.234)

When the measured atom interacts with the detector, we take the wavefunction of the
measured system and of the detector as in Eq. (4.223). In the interaction representation the
equations for the coefficients, when the evolution is governed by the effective Hamiltonian

A

Heg, defined by Eq. (4.215), are

R Sp r

Cog = 17et Cga =15 Cea = 5 Cea (4.235)
Qp . Q

Cob = iTReltAngb + iTDCeb (4.236)
Q . Q r

Coa = iTRe*‘m“’cea —i\egy — iTDCg“ ~ 5 (4.237)
Q ) Q

Cop = 17%—%%6,) —i\cga + iTchb (4.238)

The evolution of the measured atom significantly differs from the Rabi oscillations. We
are interested in the case when the duration of the measurement 7, is much shorter than
the period of Rabi oscillations 27 /€Qg. In such a situation the non diagonal matrix elements
of the density matrix of the measured system remain small and the time evolution of the
diagonal matrix elements can be approximately described by the rate equations

d

&ng = Feﬁgpee(t) - Fg—%pgg(t)’ (4'239)
d
Epee =yepgg(t) — Tegpee(t). (4.240)

If the measured atom is initially in the state |g), the solution of Egs. (4.239) and (4.240)

18
T 4T e Temgtlge)t 1
t) =9 97C =~ (1 4+e?loely, 4.241
Pag(t) Loy + Ty 7 ( +e ) ( )

We can estimate the rates I'._,, and I';_,. using equations from Ref. [77], i.e.,
r,.,—or / G(w) Py (), (4.242)

R / G (w) Py (), (4.243)
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Figure 4.7: Typical quantum trajectory of the measured two level system (solid line).
Figure shows the probability py, for the measured atom to be in the ground level. The
dashed line shows the Rabi oscillations in the measurement-free evolution. The detuning
Aw is zero. The parameters used for the numerical calculation are At = 0.1, I' = 10,
A= 1, QD = 1, and QR =0.1.

where
P.y(w) = %Re /0 N Fy(7)e!@wea)dr (4.244)
P(w) = %Re /0 h Fyo(r)el@twe)Tqr (4.245)
and )
Glw) = (%) [5(0 — ey + Aw) + 8(w + weg — Aw)] (4.246)

Here the expression for G(w) is derived using Eq. (4.231). In contrast to Ref. [77] in the
expression for P(w) we extended the range of the integration to the infinity since F,,(7)
naturally limits the duration of the measurement. Expressions, analogous to (4.242), were
obtained in Refs. [26,60], as well.
Using Eqgs. (4.242)-(4.246) we can estimate the transition rates as
02 0 - 0% [ _ =+ A OF T
Feegr=Tly .~ TR Re/O Feg(T)e_”A“’dT = TR i e AV = TRTZA@Q
(4.247)
Here we used the expression exp(—7/7yr) for F, (7). When the detuning Aw is zero the
transition rates are 02
-
| IESR DS R2M
The transition rates are smaller for the shorter measurements. This is a manifestation of
the quantum Zeno effect.
For numerical simulation we take the measured system in an initial state |g). The typical
quantum trajectory of the measured system is shown in Fig. 4.7. The behaviour of the

(4.248)
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Figure 4.8: Probability for the measured atom to be in the ground level, after performing an
ensemble average over 1000 trajectories. The solid line shows the results of the numerical
calculations, the dashed line shows the approximation according to Eq. (4.241). The
parameters used are the same as in Fig. 4.7.

measured system strongly differs from the measurement-free evolution. The measurement-
free system oscillates with the Rabi frequency, while the measured system stays in one of
the levels and suddenly jumps to the other. The probability for the measured atom to be
in the ground state calculated after averaging over the realizations is shown in Fig. 4.8.
The figure shows that this probability exhibits almost the exponential decay and after
some time reaches the stationary value close to 1/2. The figure shows a good agreement
between the results of the numerical calculations and the estimate (4.241).

When the detuning Aw is not zero, the frequently measured two level system can exhibit
the anti-Zeno effect. This is pointed out in Ref. [78]. For the case of nonzero detuning the
probability that the atom is in the ground state is shown in Fig. 4.9. The figure shows that
the probability for the atom to be in the initial (ground) state is smaller, and, consequently,
to be in the excited state is greater when the atom is measured. This is the manifestation
of the quantum anti-Zeno effect in the two level system.

4.7.6 Decaying system

We model the decaying system as two level system interacting with the reservoir consisting
of many levels. The full Hamiltonian of the system is

H=H,+H +V, (4.249)

where

Hy = hwegyle) (el (4.250)

is the Hamiltonian of the two level system,

Hy =) hwg k) (k] (4.251)
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Figure 4.9: Probability for the atom with the nonzero detuning to be in the ground level.
The solid line shows the results of the numerical simulation. The dotted line shows the
approximation according to Eq. (4.241), using the decay rate from Eq. (4.247). The dashed
line shows the evolution of a not measured system. The parameters used for numerical
calculation are At =0.001, ' =10, A=1, Qp =1, Qg = 0.1, and Aw = 0.2.

is the Hamiltonian of the reservoir, and

V= hZ ) (k| + g(k)"|k) (e]) (4.252)

describes the interaction of the system with the reservoir, with g(k) being the strength of
the interaction with reservoir mode k. In the interaction representation the perturbation
V' has the form

V(t) :e%(ﬁoﬁ-ﬁl)tve—%(ﬁo-ﬁ-ﬁﬂt hz i(weg—wp) | ><l€| +g( )* —i(weg— wk)t|]€>< |)

The wavefunction of the system in the interaction representation is expressed as

) = c.(t)]e)|0) + Y cilg)[k). (4.253)

One can then obtain from the Schrodinger equation the following equations for the coeffi-
cients

= —129 Jel@es—wnte, (4.254)
Cp = —1g(k) e iWegwr)t (4.255)

The initial condition is |¥) = |e)|0). Formally integrating the equation (4.255) we obtain
the expression

t
Cp = —ig(k)*/ e i@ea—w)¥' () dt. (4.256)
0
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4.7 Quantum trajectory method for the quantum Zeno and anti-Zeno effects

Inserting Eq. (4.256) into Eq. (4.254), we obtain the exact integro-differential equation

d

t
e _/0 dt’ Z |g(k)[2el@ea=wn)E= (1), (4.257)
k

The sum over £ may be replaced by an integral

5~ faason

with p(wy) being the density of states in the reservoir. The integration in Eq. (4.257) can
be carried out in the Weisskopf-Wigner approximation. We get the equation
0
d 1Y

Ce =

& Tce, (4258)

where the decay rate I' 20_)@ is given by the Fermi’s Golden Rule:
Ly = 21p(weg) |g(weg) [ (4.259)

e—g

In order to observe the quantum anti-Zeno effect one needs to have sufficiently big
derivative of the quantity p(w)|g(w)[?>. In such a case the decay rate given by Fermi
Golden Rule (4.259) is no longer valid. The corrected decay rate may be obtained solving
Eq. (4.257) by the Laplace transform method [79]. The the Laplace transform of the
solution of Eq. (4.257) is

Ce(2) = (4.260)

where H(z) is the resolvent function

H(z) =2+ / IO (4.261)

2+ i(w — weg)
In the numerical calculations we take the frequencies of the reservoir w distributed in the
region [we, — A, wey + A] with the constant spacing Aw. Therefore, the density of states
is constant p(w) = 1/Aw = pg. The simplest choice of the interaction strength g(w) is to
make it linearly dependent on w,

g(w) = go (1 + %(w — weg)) : (4.262)

where a is dimensionless parameter. Using Eq. (4.262) one obtains the expression for the
resolvent

2 9 9
H(2) = z + mpogs [1 T arctan (%) + <a2% — i2a> (} — % + ;% arctan (%))] .
The real part of z at which the resolvent H(z) is equal to zero gives the decay rate.

Expanding the resolvent into the series of powers of A~! and keeping only the first-order
terms we obtain the decay rate

-9 A

re
'O ~10 [1- 2542 -1)]. (4.263)
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Figure 4.10: Time dependence of the occupation of the exited level of the decaying system.
Solid line shows the results of the numerical calculation, dashed line shows the exponential
decay according to the Fermi’s Golden Rule. The parameters used for the numerical
calculation are At = 0.1, Aw = 0.001, A = 0.5, and gg = 0.001262. For the parameters
used the decay rate is Féﬂg = 0.01.

We solve Egs. (4.254) and (4.255) numerically, replacing them with discretized versions
with the time step At. For calculations we used N = 1000 levels in the reservoir. The
numerical results for constant interaction strength are g(k) = go presented in Fig. 4.10.
The figure shows a good agreement between the numerical results and the exponential
law according to the Fermi’s Golden Rule at intermediate times. At very short time
the occupation of the excited level exhibits quadratic behaviour, which, for the repeated
frequent measurements, may result in the quantum Zeno effect.

Numerical results in the case when the interaction with the reservoir modes is described
by Eq. (4.262) with nonzero parameter a are presented in Fig. 4.11. The figure shows good
agreement between the numerical results and the exponential decay with the decay rate
given by Eq. (4.263) at intermediate times. For very short time we observe the acceleration
of the decay due to the interaction with the reservoir. This acceleration for the repeated
frequent measurements results in the quantum anti-Zeno effect.

4.7.7 Measurement of the decaying system

In this section we consider the decaying system, described in Sec. 4.7.6 and interacting
with the detector. The wavefunction of the measured system and the detector, when the
detector interacts with the decaying system in the ground state only, we take in the form

We) = ceale)|0)]a) + ceole)|0)[) + D (cralg) IF)]a) + cxslg) K)1D))- (4.264)
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Figure 4.11: Time dependence of the occupation of the exited level of the decaying system
when the interaction with the reservoir modes is described by Eq. (4.262). Solid line shows
results of numerical calculation, dashed line shows exponential decay using the decay rate
from Eq. (4.263), dotted line shows exponential decay according to Fermi’s Golden Rule
(4.259). In the calculations we used a = 2, other parameters are the same as in Fig. 4.10.

The equations for the coefficients, when the evolution is governed by the effective Hamil-
tonian H.g, are

0 T

- _lzg ellwea—wrlte, iTDcea ~ 5 Cea (4.265)

Cep = —1Zg ol Weg=wr)te 4 iQ—Dc b (4.266)
€ 2 ey

. Q r

(e = —ig(k) e {Wea=er)lbe,  —ineyy, — iTDcka ~ 5k (4.267)
Q

Crp = —lg(k‘)* Tilweg— wk)tc b — IACLg + iTDCkb- (4268)

After the jump in the detecting atom the unnormalized wavefunction becomes

Cl¥e) = VT(ceal €)[0)B) + D cralg)K)[B))- (4.269)

According to Ref. [77], the decay rate of the measured system is given by expression
(4.242) with

G(w) = p(w)|g(w)|” (4.270)
and ) -
P(w) =— Re/ Fy(7)el@ @)y, (4.271)
Q 0
Using Fi4(7) = exp(—7/7a) we obtain
Pw) - = i . (4.272)

Tl 4+ (W — wey)?T3,
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Figure 4.12: Typical quantum trajectory (solid line) of the measured decaying system when
the detector interacts with the ground state of the measured system. Figure shows the
probability pe. that the measured atom is in the excited level. The dashed line shows the
exponential decay according to the Fermi’s Golden Rule in the measurement-free evolution.
The parameters used for the numerical calculation are At = 0.1, ' =10, A =1, Qp =1,
Aw = 0.001, A = 0.5, and gy = 0.001262. For the parameters used the decay rate is
['e—y = 0.01.

In order to obtain the quantum Zeno effect we take G(w) as a constant

h22
G@yzz%,w@—Agwgw@+A (4.273)

Here Aw is the spacing between the modes of the reservoir. Using Eq. (4.242) we get the
decay rate of the measured decaying system

2
Loy = ngg— arctan(A7yy). (4.274)
T

When A7y, is big, we obtain the expression

2 1
L, =T® (1-Z=
g 9 ( ™ ATy

+-) (4.275)

by expanding Eq. (4.274) into series of the powers of (A7y)~!. The second term in

Eq. (4.275) shows that the decay rate decreases with the decreasing duration of the mea-
surement 7,,. This is the manifestation of the quantum Zeno effect.

The results of the numerical simulation are presented in Figs. 4.12 and 4.13. Typical
quantum trajectory of the measured decaying system is shown in Fig. 4.12. This trajectory
is compatible with the intuitive quantum jump picture: the system stays in the excited
state for some time and then suddenly jumps to the ground state. The probability that
the measured system stays in the excited state is presented in Fig. 4.13. Figure shows a
good agreement between the numerical simulation and the exponential law approximation
with the exponent given in Eq. (4.274). Also the quantum Zeno effect is apparent.
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Figure 4.13: Time dependence of the occupation of the exited level of the decaying system.
Solid line shows results of numerical calculation, dashed line shows exponential decay
according to Fermi’s Golden Rule. The dotted line shows approximation according to
Eq. (4.274). The parameters used are the same as in Fig. 4.12.
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Figure 4.14: Typical quantum trajectory of the measured decaying system (solid line) when
the detector interacts with the excited level. Figure shows the probability p.. that the
measured atom is in the excited level. The dashed line shows exponential decay according
to the Fermi’s Golden Rule in the measurement-free evolution. The parameters used are
the same as in Fig. 4.12.
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When the detector interacts with the excited state of the decaying system the interaction
term is

Hy = hAle){e|(64 + ) (4.276)

and the quantum trajectories are different. Typical quantum trajectory is shown in
Fig. 4.14. This difference can be explained in the following way: when the detector inter-
acts with the ground state, the interaction effectively begins only after some time, when
the probability to find the system in the ground state is sufficiently big. This explains the
absence of the collapses at short times in Fig. 4.12. Then, the measurement result after
the collapse most likely will be that the system is found in the ground state. When the
detector interacts with the excited state of the system, the interaction starts immediately
and soon after that the most probable result of the measurement is that the measured
system is in the excited state. It should be noted, that the averaged evolution shown in
Fig. 4.13 does not depend on the state the detector is interacting.

The model used for the decaying system when g(w) = const does not allow to obtain the
quantum anti-Zeno effect, since the conditions for the quantum anti-Zeno effect, presented
in Ref. [26], are not satisfied. In order to obtain the quantum ant-Zeno effect we use the
interaction with the reservoir modes described by Eq. (4.262). In such a case we have

2.2 2
G(w) = hAde (1 + %(w - weg)) , Weg— A <w <we + A (4.277)

Equation (4.242) in this case does not give correct decay rate of the measured system.
In order to estimate the decay rate, we solve the Liouville-von Neumann equation ihp =
[H, p] for the density matrix of the system with the Hamiltonian (4.249)(4.252), including
additional terms describing decay of the non-diagonal elements with rate 1/, i.e.,

peo.co = =1 _(9(k)pgrco — peogrg(k)"), (4.278)
k

Dahoght = —1Wiw Pgkgr — 1(g(k)" peo,gkr — Par.e0g(k')), (4.279)

Pe0,gk = (—i(weg —wy) — Tl ) Pe0,gk — Zg )Pgks gk — Pe0.c0g(K)), (4.280)

Pgk,e0 = <_i(wk — Weg) — %) Pgk,c0 — 1(g(k)" peo,co — Zk;pgk,gk/g(k:’)*). (4.281)

We solve equations (4.278)—(4.281) using the Laplace transform method. Eliminating peq g«
and pgi o from the Laplace transform of Eqs. (4.278)-(4.281) one gets the equations for
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the Laplace transforms of the matrix elements of the density matrix,

1 1
< + - De0.¢0 (2
Pevanl Z ok ( Hiwr —weg) + 5, 2 Hi(weg —wi) + i) Pl
1 1
+ + ;
§<z+1wk—weg)+$ z+1(weg—wk,)+$)
x g(k)g(k')" par.gr (%), (4.282)

(Z =+ iwkk/)ﬁgkygk/(z) = _ Z < .g(k’) (k//)* ﬁgkygk (2) n : g(k//)g(k)* Lﬁgk//7gk1(z))

k! z + I(Wk weg) + L < + l(we.g - C(Jk/) + T™

g(k'>g<k>*< — 1 1>ﬁeoveo<z>.

z2+i(wg —weg) t 7 2+ i(weg —wi) + 5~

™

(4.283)

On the r.h.s. of Eq. (4.283) we will neglect the small terms not containing pegco(z). Ex-
pressing Pk gk (2) via peo.eo(2) from Eq. (4.283), substituting into Eq. (4.282) and replacing
the sum over k by an integral we obtain

1 1 1
———=z+ [ dwG T
Pe0,c0(2) ‘ / wG{w )<z+1(w—weg)+i Z+1(weg—w)+i>

, 1
/dw/de )z+1( m—yy

2
1

X + : 4.284

<Z+1(W—weg)+7L z+1(weg—w’)+i) ( )

M ™

The value of z at which the r.h.s of Eq. (4.284) is equal to zero gives the decay rate. Using
the expression (4.277) for G(w) and keeping only the first-order terms of the expansion
into series of the powers of A=! we get the measurement-modified decay rate

(0) 2
| SN 2(a* - 1)
Teg=T0 (1 --—"2(5e>—1) | 4+T70 = 2 4.285
g ( A (5a ) I Aty ( )

Equation (4.285) is valid only for sufficiently large duration of the measurement 7, since
expansion into series requires that A7y, > 1. From Eq. (4.285) one can see that in order to
obtain the quantum anti-Zeno effect the parameter a should be greater than 1. When the
parameter a is less than 1 we get the Zeno effect, and when a = 1 the decay rate coincides
with the decay rate of the free system.

The probability that the measured system stays in the excited state, obtained from
numerical simulation is presented in Fig. 4.15. Figure clearly demonstrates the quan-
tum anti-Zeno effect, the decay rate of the measured system is bigger than that of the
measurement-free system.
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Figure 4.15: Time dependence of the occupation of the exited level of the decaying system
when the interaction with the reservoir modes is described by Eq. (4.262). Solid line
shows results of the numerical calculation, dashed line shows exponential decay of the
measurement-free system with the decay rate given by Eq. (4.263). The dotted line shows
approximation according to Eq. (4.285). In the calculations we used a = 2, while other
parameters are the same as in Fig. 4.12.

4.8 Summary

In this work we investigate the quantum Zeno effect using different models of the measure-
ment. We take into account the finite duration and the finite accuracy of the measurement.
At first we consider a simple model of the measurement without taking into account the
interaction of the detector with the environment. Using this model of the measurement the
general equation for the probability of the jump during the measurement is derived (4.36).
The behavior of the system under the repeated measurements depends on the strength of
measurement and on the properties of the system.

When the the strength of the interaction with the measuring device is sufficiently large,
the frequent measurements of the system with discrete spectrum slow down the evolution.
However, the evolution cannot be fully stopped. Under the repeated measurements the
occupation of the energy levels changes exponentially with time, approaching the limit of
the equal occupation of the levels. The jump probability is inversely proportional to the
strength of the interaction with the measuring device.

In the case of a continuous spectrum the measurements can cause inhibition or acceler-
ation of the evolution. Our model of the continuous measurement gives the same result
as the approach based on the projection postulate [26]. The decay rate is equal to the
convolution of the reservoir coupling spectrum with the measurement-modified shape of
the spectral line. The width of the spectral line is proportional to the strength of the
interaction with the measuring device. When this width is much greater than the width of
the reservoir, the quantum Zeno effect takes place. Under these conditions the decay rate
is inversely proportional to the strength of the interaction with the measuring device. In a
number of decaying systems, however, the reservoir spectrum G(w) grows with frequency
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almost up to the relativistic cut-off and the strength of the interaction required for the
appearance of the quantum Zeno effect is so high that the initial system is significantly
modified. When the spectral line is not very broad, the decay rate may be increased by
the measurements more often than it may be decreased and the quantum anti-Zeno effect
can be obtained.

The quantum Zeno effect is often analysed using the succession of the instantaneous
measurements with free evolution of the measured system between the measurements. We
analyze the measurements with finite duration, instead. We apply the simple model of
the measurement, developed in Ref. [47]. The equations for the jump probability (4.86)-
(4.89) are obtained. Applying the equations to the measured two-level system we obtain a
simple expression for the probability of the jump from one level to the other (4.104). The
influence of the finite duration of the measurement is expressed as the small correction.

Furhther we analyze the quantum Zeno and quantum anti-Zeno effects without using
any particular model of the measurement. The general expression (4.126) for the jump
probability during the measurement is derived. The main assumptions, used in the deriva-
tion of Eq. (4.126), are the assumptions that the quantum measurement is non-demolition
measurement (Eq. (4.107)) and the Markovian approximation for the quantum dynamics
is valid (Eq. (4.111)). We have shown that Eq. (4.126) is also suitable for the description
of the pulsed measurements, when there are intervals of the measurement-free evolution
between the successive measurements (Egs. (4.132)—(4.135)). When the operator V' induc-
ing the jumps from one state to another does not depend on time Eq. (4.141), which is of
the form obtained by Kofman and Kurizki [26], is derived as a special case.

We apply the equations derived in Sec. 4.5 using a concrete irreversible model of the
measurement. The detector is modeled as a harmonic oscillator, initially being at the
thermal equilibrium. The interaction of the detector with the system is modeled similarly
as in Ref. [47]. The Lindblad-type master equation for the detectors density matrix is
solved analytically. An equation for the probability of the jump between measured system’s
states during the measurement, similar to that of Refs. [26,47,60], is obtained (4.185).
From the used model it follows that the increase of the detector’s temperature leads to the
enhancement of the quantum Zeno or quantum anti-Zeno effects.

Another model of the detector is considered in Sec. 4.7. The detector is a two level
system interacting with the environment. The influence of the environment is taken into
account using quantum trajectory method. The quantum trajectories produced by stochas-
tic simulations show the probabilistic behavior exhibiting the collapse of the wave-packet
in the measured system, although the quantum jumps were performed only in the detec-
tor. Both quantum Zeno and anti-Zeno effects were demonstrated for the measured two
level system and for the decaying system. The results of the numerical calculations are
compared with the analytical expressions for the decay rate of the measured system. It is
found that the general expression (4.242), obtained in Ref. [77], gives good agreement with
the numerical data for the measured two level system and for the decaying one showing the
quantum Zeno effect. Nevertheless, when the interaction of the measured system with the
reservoir is strongly mode-dependent, this expression does not give the correct decay rate.
The decay rate in this case was estimated including additional terms describing decay of
non-diagonal elements into the equation for the density matrix of the measured system
and a good agreement with the numerical calculations is found. A good agreement of the
numerical results with the analytical estimates of the decay rates of the measured system
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shows that the particular model of the detector is not important, since the decay rates
mostly depend only on one parameter, i.e., the duration of the measurement (4.206).
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5 Weak measurements and time
problem in quantum mechanics

5.1 Introduction

Time plays a special role in quantum mechanics. Unlike other observables, time remains
a classical variable. It cannot be simply quantized because, as it is well known, the self-
adjoint operator of time does not exist for bounded Hamiltonians. The problems with
the time also rise from the fact that in quantum mechanics many quantities cannot have
definite values simultaneously. The absence of the time operator makes this problem even
more complicated. However, in practice the time often is important for an experimenter.
If quantum mechanics can correctly describe the outcomes of the experiments, it must also
give the method for the calculation of the time the particle spends in some region.

The most-known problem of time in quantum mechanics is the so-called ”tunneling time
problem”. Tunneling phenomena are inherent in numerous quantum systems, ranging
from atom and condensed matter to quantum fields. Therefore, the questions about the
tunneling mechanisms are important. There have been many attempts to define a physical
time for tunneling processes, since this question has been raised by MacColl [80] in 1932.
This question is still the subject of much controversy, since numerous theories contradict
each other in their predictions for “the tunneling time”. Some of these theories predict
that the tunneling process is faster than light, whereas the others state that it should be
subluminal. This subject has been covered in a number of reviews (Hauge and Stgvneng
[81], 1989; Olkholovsky and Recami [82], 1992; Landauer and Martin [83], 1994 and Chiao
and Steinberg [84], 1997). The fact that there is a time related to the tunneling process
has been observed experimentally [85-93]. However, the results of the experiments are
ambiguous.

Many problems with time in quantum mechanics arise from the noncommutativity of
the operators in quantum mechanics. The noncommutativity of the operators in quantum
mechanics can be circumvented by using the concept of weak measurements. The concept
of weak measurement was proposed by Aharonov, Albert and Vaidman [94-99]. Such
an approach has several advantages. It gives, in principle, the procedure for measuring
the physical quantity. Since in the classical mechanics all quantities can have definite
values simultaneously, weak measurements give the correct classical limit. The concept of
weak measurements has been already applied to the time problem in quantum mechanics
(53,100, 101].

The time in classical mechanics describes not a single state of the system but the process
of the evolution. This property is an essential concept of the time. We speak about the
time belonging to a certain evolution of the system. If the measurement of the time
disturbs the evolution we cannot attribute this measured duration to the undisturbed
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evolution. Therefore, we should require that the measurement of the time does not disturb
the motion of the system. This means that the interaction of the system with the measuring
device must be weak. In quantum mechanics this means that we cannot use the strong
measurements described by the von-Neumann’s projection postulate. We have to use the
weak measurements of Aharonov, Albert and Vaidman [94-99], instead.

This Chapter is organized as follows: In Sec. 5.2 we present the model of the weak
measurements. Sec. 5.3 presents the time on condition that the system is in the given final
state. In Sec. 5.4 our formalism is applied for the tunneling time problem. In Sec. 5.5
the weak measurement of the quantum arrival time distribution is presented. Section 5.6
summarizes our findings.

5.2 The concept of weak measurements

In this section we present the concept of weak measurement, proposed by Aharonov, Albert
and Vaidman [94-99]. We measure quantity represented by the operator A

We have the detector in the initial state |®). In order the weak measurements can
provide the meaningful information, the measurements must be performed on an ensemble
of identical systems. Each system with its own detector is prepared in the same initial
state. The readings of the detectors are collected and averaged.

Our model consists of the system S under consideration and of the detector D. The
Hamiltonian is

ﬁ:ﬁs—i-ﬁ])—l-ﬁl (51)

where Hg and Hp are the Hamiltonians of the system and of the detector, respectively.
We take the operator describing the interaction between the particle and the detector of
the form [47,53,58,59,77,100]

H; = A, (5.2)

A characterizes the strength of the interaction with the detector. A very small parameter
A ensures the undisturbance of the system’s evolution. The measurement time is 7. In
this section we assume that the interaction strength A and the time 7 are small. The
operator ¢ acts in the Hilbert space of the detector. We require a continuous spectrum
of the operator ¢. For simplicity, we can consider this operator as the coordinate of the
detector. The momentum, conjugate to g, is p,.

The interaction operator (5.2) only slightly differs from the one used by Aharonov, Albert
and Vaidman [95]. The similar interaction operator has been considered by von Neumann
[102] and has been widely used in the strong measurement models (e.g., [43-46, 58, 103]
and many others).

Hamiltonian (5.2) represents the constant force acting on the detector. This force results
in the change of the detector’s momentum. From the classical point of view, the change
of the momentum is proportional to the force acting on the detector. Since interaction
strength A and the duration of the measurement 7 are small, the average <121) does not
change significantly during the measurement. The action of the Hamiltonian (5.2) results
in the small change of the mean detector’s momentum () — ()0 = —A7(A), where
(Pg)o = (P(0)[py|®(0)) is the mean momentum of the detector at the beginning of the

measurement and (p,) = (®(7)[p,|P(7)) is the mean momentum of the detector after the
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measurement. Therefore, in analogy to Ref. [95], we define the “weak value” of the average

<A>7

(4) = \Pulo = (Pu) (5.9

In the time moment ¢ = 0 the density matrix of the whole system is p(0) = ps(0) ® pp(0),
where ps(0) is the density matrix of the system and pp(0) = |®)(®P| is the density ma-
trix of the detector. After the interaction the density matrix of the detector is pp(t) =

Trg Ut 05(0) ® |P) (P Ut(t)} where U(t) is the evolution operator. Later on, for sim-
P

plicity we will neglect the Hamiltonian of the detector. Then, the evolution operator in
the first-order approximation is [100]

A

U(t) ~ Us(t) (1 + A—g /0 t fl(tl)dtl) (5.4)

1

where Us(t) is the evolution operator of the unperturbed system and A(t) = Ud(t) AUs(t).
From Eq. (5.3) we obtain that the weak value coincides with the usual average (A) =
Tr{Aps(0)}.

The influence of the weak measurement on the evolution of the measured system can
be made arbitrary small using small parameter A\. Therefore, after the interaction of the
measured system with the detector we can try to measure second observable B using
usual, strong measurement. As far as our model gives the correct result for the value of A
averaged over the entire ensemble of the systems, we can try to take the average only over
the subensemble of the systems with the given value of the quantity B. We measure the
momenta p, of each measuring device after the interaction with the system. Subsequently
we perform the final, postselection measurement of B on the systems of our ensemble.
Then we collect the outcomes p, only of the systems which have given value of B.

The joint probability that the system has the given value of B and the detector has the
momentum p,(t) at the time moment t is W (B, pq;t) = Tr {|B)(B|pq) (pq|p(t) }, where [pq)
is the eigenfunction of the momentum operator p,. In quantum mechanics the probabil-
ity that two quantities simultaneously have definite values does not always exist. If the
joint probability does not exist then the concept of the conditional probability is meaning-
less. However, in our case operators B and 1pq) (Pq| act in different spaces and commute,
therefore, the probability W (B, pq;t) exists.

Let us define the conditional probability, i.e., the probability that the momentum of the
detector is p, provided that the system has the given value of B. This probability is given
according to Bayes theorem as

A
~

W(B, pq;t)

W(pq§ t|B) = W (B; 1)

(5.5)

where W(B;t) = Tr{|B)(B|p(t)} is the probability that the system has the given value
of B. The average momentum of the detector on condition that the system has the given
value of B is

@MDZ/%W%ﬂmwm (5.6)
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5 Weak measurements and time problem in quantum mechanics

From Egs. (5.3) and (5.6), in the first-order approximation we obtain the mean value of
A on condition that that the system has the given value of B (see for analogy Ref. [100])

(A)p = m <|B)<B]A+ AyB><B\>
+ m ({a){pa) — Retdpa)) (|1B)(BI, 4] ). (5.7)

If the commutator [\B)(BL A] in Eq. (5.7) is not zero then, even in the limit of the very

weak measurement, the measured value depends on the particular detector. This fact
means that in such a case we cannot obtain the definite value. Moreover, the coefficient
({q)(pq) — Re(gpq)) may be zero for the specific initial state of the detector, e.g., for the
Gaussian distribution of the coordinate ¢ and momentum p,.

5.3 The time on condition that the system is in the given
final state

The most-known problem of time in quantum mechanics is the so-called ”tunneling time
problem”. We can raise another, more general, question about the time. Let us consider
a system which evolves with time. Let y is one of the observables of the system. During
the evolution the value of y changes. We are considering a subset I' of possible values of
X. The question is how much time the values of x belong to this subset?.

There is another version of the question. If we know the final state of the system, we
may ask how much time the values of x belong to the subset under consideration when the
system evolves from the initial to the definite final state. The question about the tunneling
time belongs to such class of the problems. Really, in the tunneling time problem we ask
about the duration the particle spends in a specified region of the space and we know that
the particle has tunneled, i.e., it is on the other side of the barrier. We can expect that
such a question may not always be answered. Here our goal is to obtain the conditions
under which it is possible to answer such a question.

One of the possibilities to solve the problem of time is to answer what exactly the
word “time” means. The meaning of every quantity is determined by the procedure of
measurement. Therefore, we have to construct a scheme of an experiment (this can be a
gedanken experiment) to measure the quantity with the properties corresponding to the
classical time.

5.3.1 The model of the time measurement

We consider a system evolving with time. One of the quantities describing the system is
X- Operator y corresponds to this quantity. For simplicity we assume that the operator x
has a continuous spectrum. The case with discrete spectrum will be considered later.
The measuring device interacts with the system only if x is near some point xp, de-
pending only on the detector. If we want to measure the time the system is in a large
region of y, we have to use many detectors. In the case of tunneling a similar model had
been introduced by Steinberg [104] and developed in our paper [53]. The strong limit of
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5.8 The time on condition that the system is in the given final state

such a model for analysis of the measurement effect for the quantum jumps has been used
in Ref. [47].

We use the weak measurement, described in Sec. 5.2. As the operator A we take the
operator .

D(xp) = [xp){xp| = (X — xp)- (5.8)
After time ¢ the readings of the detectors are collected and averaged.

Hamiltonian (5.2) with D given by (5.8) represents the constant force acting on the
detector D when the quantity y is very close to the value yp. This force induces the
change of the detector’s momentum. From the classical point of view, the change of the
momentum is proportional to the time the particle spends in the region around yp and
the coefficient of proportionality equals the force acting on the detector. We assume that
the change of the mean momentum of the detector is proportional to the time the constant
force acts on the detector and that the time the particle spends in the detector’s region is
the same as the time the force acts on the detector.

We can replace the § function by the narrow rectangle of height 1/L and of width L
in the x space. From Eq. (5.2) it follows that the force acting on the detector when the
particle is in the region around xp is ' = —A/L. The time the particle spends until time
moment ¢ in the unit-length region is

(1) = —5 (pa0)) ~ (po)) (5.9

where (p,) and (pq(t)) are the mean initial momentum and momentum after time ¢, re-
spectively. If we want to find the time the system spends in the region of the finite width,
we have to add many times (5.9).

When the operator x has a discrete spectrum, we may ask how long the quantity y has
the value yp. To answer this question the detector must interact with the system only
when xy = xp. In such a case the operator D(XD) takes the form

D(xp) = |xp){xpl (5.10)

The force, acting on the detector in this case equals to —A. The time the quantity y has
the value yp is given by Eq. (5.9), too. Further formulae do not depend on the spectrum
of the operator y.

5.3.2 The dwell time

For shortening of the notation we introduce the operator

A

F(xp,t) = /tD(XDah)dtl, (5.11)
where ) ) A )
D(xp,t) = U(£)D(xp)Us(t). (5.12)

From the density matrix of the detector after the measurement in the first-order approx-
imation we find that the average change of the momentum of the detector during the time

A

tis —A(F(xp,t)). From Eq. (5.9) we obtain the dwell time until time moment ¢,

T(x,t) = <F(x,t)>- (5.13)
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5 Weak measurements and time problem in quantum mechanics

The time spent in the region I is

#(T;t) = /F (. )dy = /0 ar /F AxP(x. 1), (5.14)

where P(x,t') = (D(x,t)) is the probability for the system to have the value x at time
moment t'.

In the case when y is the coordinate of the particle Eq. (5.14) yields the well-known
expression for the dwell time [53,82]. This time is the average over the entire ensemble of
the systems, regardless of their final states.

5.3.3 The time on condition that the system is in the given final state

Further we will consider the case when the final state of the system is known. We ask how
much time the values of x belong to the subset under consideration, I', on condition that
the system evolves to the definite final state f. More generally, we might know that the
final state of the system belongs to the certain subspace H; of system’s Hilbert space.

The projection operator which projects the vectors from the Hilbert space of the system
into the subspace H; of the final states is Pr. As far as our model gives the correct result for
the time averaged over the entire ensemble of the systems, we can try to take the average
only over the subensemble of the systems with the given final states. We measure the
momenta p, of each measuring device after the interaction with the system. Subsequently
we perform the final, postselection measurement on the systems of our ensemble. Then we
collect the outcomes p, only of the systems the final state of which turns out to belong to
the subspace H;.

Using Eq. (5.7) from Sec. 5.2 we obtain the duration on condition that the final state of
the system belongs to the subspace H; [100]

1
2(Pr(t))
L1

in(Pr(t))

(1) = (RMFOGH) + PO A@®)
({a)(pa) — Reldpa)) { | Pr(®), F(x. 1)) ) (5.15)

Eq. (5.15) consists of two terms and we can introduce two expressions with the dimension
of time

D) = 2(?1@)) (Bt F (1) + PGB ) (5.16)
) 1 L
Dy 1) = o < [Pf(t), F(x. t)} > . (5.17)

Then the time the system spends in the subset I' on condition that the final state of the
system belongs to the subspace H; can be rewritten in the form

1 2 . 2
i) =7 06 ) + 7 (@) (pa) = Re(@ha) 7 (x. ): (5.18)
The quantities Tf(l)(X, t) and Tf(z)(x,t) are related to the real and imaginary parts of the

complex time, introduced by D. Sokolovski et. al [105]. In our model the quantity 7¢(,t)
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5.8 The time on condition that the system is in the given final state

is real, contrary to the complex-time approach. The components of time Tf(l) and Tf(Q) are

real, too. Therefore, this time can be interpreted as the duration of an event.
If the commutator | Pr(t), F(x, t)} in Eq. (5.15) is not zero then, even in the limit of the

very weak measurement, the measured value depends on the particular detector. This fact
means that in such a case we cannot obtain the definite value for the conditional time.
Moreover, the coefficient ((g)(p,) — Re(dp,)) may be zero for the specific initial state of
the detector, e.g., for the Gaussian distribution of the coordinate ¢ and momentum p,.

The conditions of the possibility to determine the time uniquely in a case when the final
state of the system is known takes the form

[Pf(t), Flx, t)] —0. (5.19)

This result can be understood basing on general principles of quantum mechanics, too. We
ask how much time the values of x belong to the certain subset when the system evolves to
the given final state. We know with certainty the final state of the system. In addition, we
want to have some information about the values of the quantity y. However, if we know
the final state with certainty, we may not know the values of x in the past and, vice versa,
if we know something about y, we may not definitely determine the final state. Therefore,
in such a case the question about the time when the system evolves to the given final state
cannot be answered definitely and the conditional time has no reasonable meaning.

The quantity 7¢(¢) according to Egs. (5.15) and (5.16) has many properties of the classical
time. So, if the final states {f} constitute the full set, then the corresponding projection
operators obey the equality of completeness » f P = 1. Then from Eq. (5.15) we obtain
the expression

> (B(t)m(x.t) = T(x.1). (5.20)
!
The quantity (P:(t)) is the probability that the system at the time ¢ is in the state f.
Eq. (5.20) shows that the full duration equals to the average over all possible final states,
as it is a case in the classical physics. From Eq. (5.20) and Egs. (5.16), (5.17) it follows

STUEEN T (1) = T(x ), (5.21)
f

> (B0 (x. ) = 0. (5.22)

f

We suppose that quantities Tf(l) (x,t) and Tf(z) (x,t) can be useful even in the case when the

time has no definite value, since in the tunneling time problem the quantities (5.16) and
(5.17) correspond to the real and imaginary parts of the complex time, respectively [53].

The eigenfunctions of the operator x constitute the full set [ |x){x|dx = 1 where the
integral must be replaced by the sum for the discrete spectrum of the operator y. From
Egs. (5.8), (5.11), (5.15) we obtain the equality

/Tf(X, t)ydy =t. (5.23)

Eq. (5.23) shows that the time during which the quantity y has any value equals to ¢, as
it is in the classical physics.
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5 Weak measurements and time problem in quantum mechanics

5.3.4 Example: two-level system

The obtained formalism can be applied to the tunneling time problem [53]. In this section,
however, we will consider a simpler system than the tunneling particle, i.e., a two-level
system. The system is forced by the perturbation V' which causes the jumps from one
state to another. We will determine the time the system is in the given state.

The Hamiltonian of this system is

H=Hy+V (5.24)

where Hy = hwd /2 is the Hamiltonian of the unperturbed system and V= voyL +vro_ is
the perturbation. Here o1, 09, 03 are Pauli matrices and o4 = %(01 +ioy). The Hamiltonian
Hy has two eigenfunctions |0) and |1) with the eigenvalues —hw/2 and hw /2, respectively.
The initial state of the system is |0).

From Eq. (5.13) we obtain the times the system spends in the energy levels 0 and 1,
respectively,

(0,8) = % (1 + %Z) t+ % in () (1 - %2) , (5.25)
#(1,1) = % (1 _ ;‘;—Z) ‘- %sin(@t) (1 _ %Z) (5.26)

where Q = \/w? + 4(|v|/R)2. From Egs. (5.16) and (5.17) we can obtain the conditional
time. The components 7! (5.16) and 7 (5.17) of the time the system spends in the level
0 on condition that the final state is |1) are

(5.27)

72(0,t) = % (1 — tcot (%t)) : (5.28)

When Qt = 27mn, n € Z, the quantity 7'1(2)(0, t) tends to infinity. This is because at these
time moments the system is in state |1) with the probability 0 and we cannot consider the
interaction with the detector as very weak.

The components of the time (5.16) and (5.17) the system spends in level 0 on condition
that the final state is |0) are

<1 + 3%—2) t+ ( - g—z> (& sin(Qt) + t cos())
2 ((1+ 22) + (1 — £3) cos(Qt))

& (1 ) sin (21) (teos (21) — &sin (31))

2((1+ g—z) + (1- g—z) cos(t))

7s0(0,t) = , (5.29)

72(0,1) = (5.30)

The time the system spends in level 1 on condition that the final state is |0) may be
expressed as

<1 - g—i) (t + t cos(Qt) — 2 sin())
2 ((1+ ;;—Z) +(1- g—z) cos(Q2t))

7 (1,1) = (5.31)
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5.8 The time on condition that the system is in the given final state

Figure 5.1: The times the system spends in the energy levels 0, 7(0,t) (dashed line) and
level 1, 7(1,t) (dotted line), according to Eqs. (5.25) and (5.26), respectively. The quantity
7 (0,t), Eq. (5.27), is shown as solid straight line. The quantities 7'0(1) (0,t) (1) and Tél) (1,%)
(2) are calculated according to Egs. (5.29) and (5.31), respectively. The parameters are
w=2and Q =4.
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Figure 5.2: The quantity 7.> (0, ), Eq. (5.30). The parameters are the same as in Fig. 5.1.
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5 Weak measurements and time problem in quantum mechanics

The quantities 7(0, ), 7(1,1), 7'1(1)(07 t), Tél)(O, t) and Tél)(l, t) are shown in Fig. 5.1. The
quantity 7'(52)(0, t) is shown in Fig. 5.2. Note that the duration with the given final state is
not necessarily monotonic as it is with the full duration because this final state at different
time moments can be reached by different ways. We can interpret the quantity 7'0(1)(0, t)
as the time the system spends in the level 0 on condition that the final state is |0), but
at certain time moments this quantity is greater than ¢. The quantity Tél)(l, t) becomes
negative at certain time moments. This is the consequence of the fact that for the system
under consideration the condition (5.19) is not fulfilled. The peculiarities of the behavior
of the conditional times show that it is impossible to decompose the unconditional time

into two components having all classical properties of the time.

5.4 Tunneling time

The most-known problem of time in quantum mechanics is the so-called ”tunneling time
problem”. This problem is still the subject of much controversy, since numerous theories
contradict each other in their predictions for “the tunneling time”. Many of the theoretical
approaches can be divided into three categories. First, one can study evolution of the
wave packets through the barrier and get the phase time. However, the correctness of
the definition of this time is highly questionable [106]. Another approach is based on the
determination of a set of dynamic paths, i.e., the calculation of the time the different paths
spend in the barrier and averaging over the set of the paths. The paths can be found from
the Feynman path integral formalism [105], from the Bohm approach [107-110], or from
the Wigner distribution [111]. The third class uses a physical clock which can be used for
determination of the time elapsed during the tunneling (Biittiker and Landauer used an
oscillatory barrier [106], Baz’ suggested the Larmor time [112]).

The problems rise also from the fact that the arrival time of a particle to the definite
spatial point is a classical concept. Its quantum counterpart is problematic even for the
free particle case. In classical mechanics, for the determination of the time the particle
spends moving along a certain trajectory, we have to measure the position of the particle
at two different moments of time. In quantum mechanics this procedure does not work.
From Heisenberg’s uncertainty principle it follows that we cannot measure the position of
a particle without alteration of its momentum. To determine exactly the arrival time of
a particle, one has to measure the position of the particle with great precision. Because
of the measurement, the momentum of the particle will have a big uncertainty and the
second measurement will be indefinite. If we want to ask about the time in quantum
mechanics, we need to define the procedure of measurement. We can measure the position
of the particle only with a finite precision and get a distribution of the possible positions.
Applying such a measurement, we can expect to obtain not a single value of the traversal
time but a distribution of times.

The question of how much time does the tunneling particle spend in the barrier region
is not precise. There are two different but related questions connected with the tunneling
time problem [113]:

(i). How much time does the tunneling particle spend under the barrier?

(ii). At what time does the particle arrive at the point behind the barrier?
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5.4 Tunneling time

There have been many attempts to answer these questions. However, there are several
papers showing that according to quantum mechanics the question (i) makes no sense
[113-116]. Our goal is to investigate the possibility to determine the tunneling time using
weak measurements.

5.4.1 Determination of the tunneling time

To answer the question of how much time does the tunneling particle spends under the
barrier, we need a criterion of the tunneling. We accept the following criterion: the
particle had tunneled in the case when it was in front of the barrier at first and later it
was found behind the barrier. We require that the mean energy of the particle and the
energy uncertainty must be less than the height of the barrier. Following this criterion, we
introduce an operator corresponding to the “tunneling-flag” observable

fr(X) =6 - X) (5.32)

where © is the Heaviside unit step function and X is a point behind the barrier. This
operator projects the wave function onto the subspace of functions localized behind the
barrier. The operator has two eigenvalues: 0 and 1. The eigenvalue 0 corresponds to the
fact that the particle has not tunneled, while the eigenvalue 1 corresponds to the tunneled
particle.

We will work with the Heisenberg representation. In this representation, the tunneling
flag operator is

fr(t, X) = exp <%Ht) Fr(X) exp (—%Ht) . (5.33)

To take into account all the tunneled particles, the limit ¢ — 400 must be taken. So,

the “tunneling-flag” observable in the Heisenberg picture is represented by the operator

fT(oo, X) =limy_ 4 oo fT(t, X). We can obtain an explicit expression for this operator.
The operator fT(t, X) obeys the equation

ih% frlt, X) = [fT(t,X),ﬁ] . (5.34)
The commutator in Eq. (5.34) may be expressed as
[Fr(t.X). 8] = exp <ﬁHt) [Fr(X), ] exp (_ﬁm) |
If the Hamiltonian has the form H = 570> + V (&), then the commutator takes the form
[fT(X),H] — ihJ(X) (5.35)
where J (X) is the probability flux operator,

Fa) = 5oz () alp + plad () (5.36)
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5 Weak measurements and time problem in quantum mechanics

Therefore, we have an equation for the commutator
[fT(t,X),f{} — ihJ(X,1). (5.37)

The initial condition for the function f(¢, X) may be defined as
fr(t=0,X) = fr(X).

From Egs. (5.34) and (5.37) we obtain the equation for the evolution of the tunneling flag
operator

m% fr(t, X) =ihJ(X,1). (5.38)

From Eq. (5.38) and the initial condition, an explicit expression for the tunneling flag
operator follows

Frlt,X) = 000+ [ J06 00 (5.3

In the question of how much time does the tunneling particle spends under the barrier,
we ask about the particles, which we know with certainty have tunneled. In addition,
we want to have some information about the location of the particle. However, does
quantum mechanics allow us to have the information about the tunneling and location
simultaneously? A projection operator

D() = / |z) (z|da (5.40)

represents the probability for the particle to be in the region I". Here |z) is the eigenfunction
of the coordinate operator. In Heisenberg representation this operator takes the form

D(T,#) = exp (%Ht) DI exp (—%m) | (5.41)

From Egs. (5.36), (5.39) and (5.41) we see that the operators D(I',t) and fr(oo, X) in
general do not commute. This means that we cannot simultaneously have the information
about the tunneling and location of the particle. If we know with certainty that the
particle has tunneled then we can say nothing about its location in the past and if we know
something about the location of the particle, we cannot determine definitely whether the
particle will tunnel. Therefore, the question of how much time does the tunneling particle
spend under the barrier cannot have definite answer, if the question is so posed that its
precise definition requires the existence of the joint probability that the particle is found in
[' at time ¢t and whether or not it is found on the right side of the barrier at a sufficiently
later time. A similar analysis has been performed in Ref. [116]. It has been shown that
due to noncommutability of operators there exist no unique decomposition of the dwell
time.

This conclusion is, however, not only negative. We know that fj;o |z)(x|dx = 1 and

[1, fT(oo,X )} = 0. Therefore, if the region I' is large enough, one has a possibility to
answer the question about the tunneling time.
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5.4 Tunneling time

Figure 5.3: The configuration of the measurements of the tunneling time. The particle
P is tunneling along x coordinate and it is interacting with detectors D. The barrier is
represented by the rectangle. The interaction with the definite detector occurs only in the
narrow region limited by the horizontal lines. The changes of the momenta of the detectors
are represented by arrows.

From the fact that the operators D(T', ) and fr(co, X) do not commute we can predict
that the measurement of the tunneling time will yield a value dependent on the particular
detection scheme. The detector is made so that it yields some value. But if we try
to measure noncommuting observables, the measured values depend on the interaction
between the detector and the measured system. So, in the definition of the Larmor time
there is a dependence on the type of boundary attributed to the magnetic-field region [82].

5.4.2 The model of the time measurement

We consider a model for the tunneling time measurement which is somewhat similar to
the “gedanken” experiment used to obtain the Larmor time, but it is simpler and more
transparent. This model had been proposed by Steinberg [104], however, it was treated in
a nonstandard way, introducing complex probabilities. Here we use only the formalism of
the standard quantum mechanics.

Our system consists of particle P and several detectors D [53]. Each detector interacts
with the particle only in the narrow region of space. The configuration of the system is
shown in Fig. 5.3. When the interaction of the particle with the detectors is weak, the
detectors do not influence the state of the particle. Therefore, we can analyze the action
of detectors separately. This model is a particular case of time measurement, presented in
Sec. 5.3.1, with yp being the position of the detector xp. Similar calculations were done
for detector’s position rather than momentum by G. Iannaccone [117].

In the moment ¢ = 0 the particle must be before the barrier, therefore, (z|pp(0)|z') # 0
only when = < 0 and 2z’ < 0, where pp(0) is the density matrix of the particle.
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5 Weak measurements and time problem in quantum mechanics

5.4.3 Measurement of the dwell time

As in Sec. 5.3.2 we obtain the time the particle spends in the unit length region between
time momentum ¢ = 0 and ¢
P(z,t) = (F(2,1)). (5.42)

The time spent in the space region restricted by the coordinates x; and x5 is

T2 T2 00
O (xg, 1) = / 2%(2,t — oo)dzr = / dx/ p(x, t)dt. (5.43)
x1 0

x1

This is a well-known expression for the dwell time [82]. The dwell time is the average over
entire ensemble of particles regardless they are tunneled or not. The expression for the
dwell time obtained in our model is the same as the well-known expression obtained by
other authors. Therefore, we can expect that our model can yield a reasonable expression
for the tunneling time as well.

5.4.4 Conditional probabilities and the tunneling time

Having seen that our model gives the time averaged over the entire ensemble of particles,
let us now take the average only over the subensemble of the tunneled particles. This is
done similarly to Sec. 5.3.3 with P replaced by the tunneling flag operator fT(X ), defined
by Eq. (5.32). From Eq. (5.15) we obtain the time the tunneled particle spends in the unit
length region around x until time ¢ [53]

(e, t) = m (Frlt, X) P (1) + o, 0)fr(t, X))
1 . - .
+ ey (@) ~Re(dp) ([fr(t. 0. Fab)] ). (544)

The obtained expression (5.44) for the tunneling time is real, contrary to the complex-
time approach. It should be noted that this expression even in the limit of the very weak
measurement depends on the particular detector. If the commutator [fr(t, X), F(z,t)] is
zero, the time has a precise value. If the commutator is not zero, only the integral of this
expression over a large region has the meaning of an asymptotic time related to the large
region as we will see in Sec. 5.4.7.

Equation (5.44) can be rewritten as a sum of two terms, the first term being independent
of the detector and the second dependent, i.e.,

(1) = 7, )+ ({a) (g} — Re(id)) 755 (. ) (5.45)
where
Ty ) — 2<fT(1t, < (Fet. X)P(e,t) + F(e,0) fo(t. X)), (5.46)
Tun 1 r n
(et = g e ([l X0 Pt (5.47)
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Tun

oz, t) do not depend on the detector.

In order to separate the tunneled and reflected particles we have to take the limit ¢ — oo.
Otherwise, the particles that tunnel after the time ¢ would not contribute to the calculation.
So we introduce operators

The quantities 77" (x,¢) and T,

Fla) = / " Dla, t)dts, (5.48)
N(z) = / h J(x, t1)dty. (5.49)

From Eq. (5.39) it follows that the operator fr(co, X) is equal to fr(X)+ N(X). As long
as the particle is initially before the barrier

In the limit ¢ — oo we have

Tun _ 1 \ 7 7 \

FTan () = TR <N(X)F(:c) + F(:r;)N(X)> , (5.50)
Tun 1 % -

Teom (L) = m < [N(X), F(fﬂ)} > : (5.51)

Let us define an “asymptotic time” as the integral of 7(z,00) over a wide region con-
taining the barrier. Since the integral of 7.9 (x) is very small compared to that of 7T (x)
as we will see later, the asymptotic time is effectively the integral of 77%%(z) only. This
allows us to identify 77" (z) as “the density of the tunneling time”.

In many cases for the simplification of mathematics it is common to write the integrals
over time as the integrals from —oo to +00. In our model we cannot without additional
assumptions integrate in Eqs. (5.48), (5.49) from —oo because the negative time means the
motion of the particle to the initial position. If some particles in the initial wave packet
had negative momenta then in the limit ¢ — —oo it was behind the barrier and contributed

to the tunneling time.

5.4.5 Properties of the tunneling time

As it has been mentioned above, the question of how much time does a tunneling parti-
cle spends under the barrier has no exact answer. We can determine only the time the
tunneling particle spends in a large region containing the barrier. In our model this time
is expressed as an integral of quantity (5.50) over the region. In order to determine the
properties of this integral it is useful to determine properties of the integrand.

To be able to expand the range of integration over time to —oo, it is necessary to have
the initial wave packet far to the left from the points under the investigation and this wave
packet must consist only of the waves moving in the positive direction.

It is convenient to make calculations in the energy representation. Eigenfunctions of
the Hamiltonian Hp are |E,a), where a = £1. The sign '+’ or '—’ corresponds to the
positive or negative initial direction of the wave, respectively. Outside the barrier these
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5 Weak measurements and time problem in quantum mechanics

eigenfunctions are

M i +r(E _i . <0,
ol 4y — | Ve (o0 pee) 4 r(E)exp (=ippa)), o (5.5
M t(E)exp(%pEx), x> L,
(

M_¢(E)exp (—%pEl') , x <0,

N

Thpg

27h
(x| E, =) = - i B i (5.53)
2nhpg (exp (_}_sz‘T) " () exp (ngl')> , x>1L
where ¢(F) and r(FE) are transmission and reflection amplitudes respectively,
pe = V2ME, (5.54)

the barrier is in the region between x = 0 and x = L and M is the mass of the particle.
These eigenfunctions are orthonormal, i.e.,

(E,a|lE', o) = 6qud(E — E). (5.55)

The evolution operator is
Up(t) = g/o |E, a)(E, a exp (—%Et) dE.

The operator F (z) is given by the equation

o0

Fla) = /_Oo it S // AE dE'| B, a)(E, a|2) (2| E', o'\ (E', o/ exp (% (B - F) t1>
where the integral over the time is 27hd(E — E’) and, therefore,
Fla) = 27rh2/dE]E,oz)(E,oz|a:>(m|E,o/)<E,o/|.
In an analogous way
N(z) =2rh) / dE|E, a)(E, a|J(z)|E, &) (E, d|.

We consider the initial wave packet consisting only of the waves moving in the positive
direction. Then we have

(N(z)) = 27rh/dE<|E, PHE AT @A) (A1)
(F(x)N(X)) = 4n*h? Z/dE (B ANE, +la) | . o) (. o J(X)| B A)E, +1).
From the condition X > L it follows

(N(X)) = /dE (B, +)[t(E)*(E,+|). (5.56)
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5.4 Tunneling time

For x < 0 we obtain the following expressions for the quantities 77" (z,¢) and 7.9 (z, t)

corr

7T () = <J\7](\§<)> /dE<|E )27E|t( )|? (2+T<E) exp (—%pw)
+ r(E) exp (QihpEm» (E +|> (5.57)

) = ot [ (1B B (B e (~25pee)

— r*(E)exp (QﬁpE:E>) > (5.58)

For z > L these expressions take the form
™0 = oy | (1) (2= Gy (9o (250
. t;((]f))r@) exp (—2%pEI>> (, +y> , (5.59)
o) = st [ (1 (A ) e (2500
- t;((g))r(E) exp (—Q%pEl)) (E, +y> . (5.60)

We illustrate the obtained formulae for the d-function barrier
V(z) = Qd(x)

and for the rectangular barrier. The incident wave packet is Gaussian and it is localized
far to the left from the barrier.

In Fig. 5.4 and 5.5, we see interferencelike oscillations near the barrier. Oscillations
are not only in front of the barrier but also behind the barrier. When z is far from the
barrier the “time density” tends to a value close to 1. This is in agreement with classical
mechanics because in the chosen units the mean velocity of the particle is 1. In Fig. 5.5,
another property of “tunneling time density” is seen: it is almost zero in the barrier region.
This explains the Hartmann and Fletcher effect [118,119]: for opaque barriers the effective
tunneling velocity is very large.

5.4.6 The reflection time

We can easily adapt our model for the reflection too. For doing this, we should replace
the tunneling-flag operator fr by the reflection flag operator

Ffo=1— fp. (5.61)
Replacing fr by fr in Eqs. (5.50) and (5.51) we obtain the equality

(fR(t = 00, X)) () = 7PV (z) — (fT(t = 00, X)) (). (5.62)
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Figure 5.4: The asymptotic time density for é-function barrier with the parameter Q2 = 2.
The barrier is located at the point x = 0. The units are such that h =1 and M =1 and
the average momentum of the Gaussian wave packet (p) = 1. In these units length and
time are dimensionless. The width of the wave packet in the momentum space o = 0.001.

_05|||
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Figure 5.5: The asymptotic time density for rectangular barrier. The barrier is localized
between the points * = 0 and z = 5 and the height of the barrier is Vy = 2. The used
units and parameters of the initial wave packet are the same as in Fig. 5.4.
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5.4 Tunneling time

We see that in our model the important condition
7OV = Tr 4 Ryftet (5.63)

where T" and R are transmission and reflection probabilities is satisfied automatically.
If the wave packet consists of only the waves moving in the positive direction, the density
of dwell time is

(e, ) = 21 [ B BB, Ho) el B +)(E, ) (5.64)
For x < 0 we have

PV (2,t) = M/dE <\E, +>é (1 + |r(E)|* +r(E) exp (—%mr)

(B exp (ZﬁpE:ﬁ)> (E. +|> (5.65)

and for the reflection time we obtain the “time density”

M 1 ,
= 1N X)) /dE <]E, +>p_E (2 (B)]

5 (LB r(B) exp (—QihpEx) 1 r*(E) exp (%pEx)) <E,+|>. (5.66)

7_Reﬂ (%)

For x > L the density of the dwell time is

7 (2, 1) :M/dE<\E,+> <E)\2<E7+!> (5.67)

1
—]t
PE
and the “density of the reflection time” may be expressed as

() = 2 / dE <|E, +>$\t(13)12 ( ;((]_;)) () exp (2%291533)

+ t;((EE))r(E) exp <—2ihpm;)) (E, +\> : (5.68)

We illustrate the properties of the reflection time for the same barriers. The incident
wave packet is Gaussian and it is localized far to the left from the barrier. In Figs. 5.6
and 5.7, we also see the interferencelike oscillations at both sides of the barrier. As far as
for the rectangular barrier the “time density” is very small, the part behind the barrier is
presented in Fig. 5.8. Behind the barrier, the “time density” in certain places becomes
negative. This is because the quantity 78°%(z) is not positive definite. Nonpositivity is
the direct consequence of noncommutativity of operators in Egs. (5.50) and (5.51). There
is nothing strange in the negativity of 78°1(z) because this quantity itself has no physical
meaning. Only the integral over the large region has the meaning of time. When x is far
to the left from the barrier the “time density” tends to a value close to 2 and when z is
far to the right from the barrier the “time density” tends to 0. This is in agreement with
classical mechanics because in the chosen units, the velocity of the particle is 1 and the
reflected particle crosses the area before the barrier two times.
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Figure 5.6: Reflection time density for the same conditions as in Fig. 5.4.
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Figure 5.7: Reflection time density for the same conditions as in Fig. 5.5.
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Figure 5.8: Reflection time density for rectangular barrier in the area behind the barrier.
The parameters and the initial conditions are the same as in Fig. 5.5

5.4.7 The asymptotic time

As mentioned above, we can determine only the time that the tunneling particle spends
in a large region containing the barrier, i.e., the asymptotic time. In our model this time
is expressed as an integral of quantity (5.50) over this region. We can do the integration
explicitly.

The continuity equation yields

0 ~ 0 =

The integration can be performed by parts

o B o t _
/ D(%D,tl)dtl = tD(xD, t) + a—/ tlj(l’D,tl)dtl .
0 0

X

If the density matrix pp(0) represents localized particle then lim, ., (D(:c, t)ﬁp(0)> = 0.
Therefore we can write an effective equality

/ .D(%D,tl)dtl = 3/ tlj(ZED,tl)dtl. (570)
0 Oz Jo

We introduce the operator
T(z) = / b F (2, )ty (5.71)
0

We consider the asymptotic time, i.e., the time the particle spends between points z; and
Ty when 1 — —00, 19 — 400,

t“n(x%xl):/ 71 () da.

1
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After the integration we have

tT (g, 1) = T (@g) — T (1) (5.72)
where 1
£ () = TS <]\7(:13)T(a:) + T(x)N(a:)> . (5.73)

If we assume that the initial wave packet is far to the left from the points under the
investigation and consists only of the waves moving in the positive direction, then Eq. (5.72)
may be simplified.

In the energy representation

T(z) = / bt Y / / AE dE|E, a)(E, a|J(2)|E', &/} E', o | exp <%(E— E')t1> |

The integral over time is equal to 2irh?52.6(E — E') and we obtain

(E, o]

E'=F

- —1h27rh2/dE|E o <T<E,a|j(z)|E/7a,>

a,a’

+ (E,alJ(x)|E, o) )

(N(X)T(z)) 1h47r2h22/dE U|E, +)(E, +|J(X)|E, o)

+(E,alJ(z)|E,+) 8‘2) (B, +]W).

0 ,
< (5 EalHIE )

E'=E
Substituting expressions for the matrix elements of the probability flux operator we obtain

equation

(NOOT@) = [ AB@IE )] 5 (B E +Y)

+Mx/dE<\1/]E, +>p—E|t(E)|2<E,+|\If>

M 1
+ih7/dE(\If\E, )

Er*(E)tZ(E) exp (2%29151') (B, V).

When z — +o0, the last term vanishes and we have

(N(X)T(z)) = /dE(\IflE, +>t*(E)Ea%t(E)<E, +|T)
+Mm/dE(\IJ|E, +>p—E|t(E)| (E,4|0), z—+4o0.  (5.74)
This expression is equal to (T'(z)),
(N(X)T(2)) — (T(z)), z— +o0. (5.75)
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5.4 Tunneling time

When the point with coordinate x is in front of the barrier, we obtain an equality

(N (X)) = —ih / AE(U|E, H)|(E)P (%%x

M i 0
— WT(E) exp (—%ZpEx) 0E) (E,+|T)

When |z| is large the second term vanishes and we have
. . 1
(NCOT(@) = M [ dBQUIE, )= (E)(E, +11)
E

+ [ABIE D HET B+, (5.76)

The imaginary part of expression (5.76) is not zero. This means that for determination of
the asymptotic time it is insufficient to integrate only in the region containing the barrier.
For quasimonochromatic wave packets from Eqgs. (5.71), (5.72), (5.73), (5.74) and (5.76)
we obtain limits

£ () 2) o P04 p—lEM(:g2 ), (5.77)
teows (T2, T1) — —t7" (5.78)
where d
trh = h@(argt(E)) (5.79)
is the phase time and
= h% (In |t (E)]) (5.80)

is the imaginary part of the complex time.

In order to take the limit x — —oo we have to perform more exact calculations. We
cannot extend the range of the integration over the time to —oo because this extension
corresponds to the initial wave packet being infinitely far from the barrier. We can extend
the range of the integration over the time to —oo only for calculation of N (X). Forx <0
we obtain the following equality

(N(X)T(z)) = 475\41 /O "t (1;(;1;,15)%12(:5,15) _ b(x,t)%]f(m,t)) (5.81)

where

Lo, t) = / dE%\t(E)F exp (%(pEx - Et)) (E, +|0), (5.82)

(2,1) / dE— (exp (%pm«) +1(E) exp <—%pEx)> exp (—%Et) (B, +]0).

(5.83)

Ii(x,t) is equal to the wave function in the point = at the time moment ¢ when the
propagation is in the free space and the initial wave function in the energy representation
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Figure 5.9: The quantity 7. m'(x) for § function barrier with the parameters and initial

conditions as in Fig. 5.4. The initial packet is shown with dashed line.

is |t(E)|*(E,+|V). When t > 0 and © — —oo, then I (z,t) — 0. That is why the
initial wave packet contains only the waves moving in the positive direction. Therefore
(N(X)T'(x)) — 0 when 2 — —oo. From this analysis it follows that the region in which
the asymptotic time is determined has to contain not only the barrier but also the initial
wave packet.

In such a case from Egs. (5.72) and (5.73) we obtain expression for the asymptotic time

Tun — —00 :; * %x —i i
(= o0) = o [AB@IE 4 (s —in ) ENE +10)
(5.84)
From Eq. (5.75) it follows that
1 o
tT0 (g, 17 — —00) = — T (x 5.85
( )= oy ) (559

where T'(z3) is defined as the probability flux integral (5.71). Equations (5.84) and (5.85)
give the same value for tunneling time as an approach in Refs. [120, 121]

The integral of quantity 7.2 (z) over a large region is zero. We have seen that it is not
enough to choose the region around the barrier—this region has to include also the initial
wave packet location. We illustrate this fact by numerical calculations.

The quantity 7,.'"(x) for d-function barrier is represented in Fig. 5.9. We see that

corr
Tun

T (z) is not equal to zero not only in the region around the barrier but also it is not

zero in the location of the initial wave packet. For comparison, the quantity 71 (z) for
the same conditions is represented in Fig. 5.10.

5.5 Weak measurement of arrival time

The detection of the particles in time-of-flight and coincidence experiments are common,
and quantum mechanics should give a method for the calculation of the arrival time.
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Figure 5.10: Tunneling time density for the same conditions and parameters as in Fig. 5.9.

The arrival time distribution may be useful in solving the tunneling time problem, as well.
Therefore, the quantum description of arrival time has attracted much attention [120-130].
Aharonov and Bohm introduced the arrival time operator [122]

Tap = 2 ((X —#) (X — :z)) . (5.86)

By imposing several conditions (normalization, positivity, minimum variance, and sym-
metry with respect to the arrival point X) a quantum arrival time distribution for a free
particle was obtained by Kijowski [123]. Kijowski’s distribution may be associated with
the positive operator valued measure generated by the eigenstates of Tap. However, Ki-
jowski’s set of conditions cannot be applied in a general case [123]. Nevertheless, arrival
time operators can be constructed even if the particle is not free [131,132].

Since the mean arrival time even in classical mechanics can be infinite or the particle may
not arrive at all, it is convenient to deal not with the mean arrival time and corresponding
operator 71", but with the probability distribution of the arrival time [101]. The probability
distribution of the arrival time can be obtained from a suitable classical definition. The
noncommutativity of the operators in quantum mechanics is circumvented by using the
concept of weak measurements.

5.5.1 Arrival time in classical mechanics

In classical mechanics the particle moves along the trajectory H(z, p) = const as t increases.
This allows us to work out the time of arrival at the point x(t) = X, by identifying the
point (xg,po) of the phase space where the particle is at ¢ = 0, and then following the
trajectory that passes by this point, up to arrival at the point X. If multiple crossings
are possible, one may define a distribution of arrival times with contributions from all
crossings, when no distinction is made between first, second and nth arrivals. In this
article we will consider such a distribution.
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5 Weak measurements and time problem in quantum mechanics

We can ask whether there is a definition of the arrival time that is valid in both classical
and quantum mechanics. In our opinion, the words “the particle arrives from the left at
the point X at the time ¢” mean that: (i) at time ¢ the particle was in the region z < X
and (ii) at time ¢ + At (At — 0) the particle is found in the region x > X. Now we apply
this definition, given by (i) and (ii), to the time of arrival in the classical case.

Since quantum mechanics deals with probabilities, it is convenient to use probabilistic
description of the classical mechanics, as well. Therefore, we will consider an ensemble of
noninteracting classical particles. The probability density in the phase space is p(x, p;t).

Let us denote the region x < X as I'; and the region x > X as I's. The probability
that the particle arrives from region I'y to region I'; at a time between t and t + At is
proportional to the probability that the particle is in region I'; at time ¢ and in region I's
at time ¢t + At. This probability is

1
I, (1) AL = — / dpda p(z, pit), (5.87)
Ny Jq

where N, is the constant of normalization and the region of phase space {2 has the following
properties: (i) the coordinates of the points in €2 are in the space region I'y and (ii) if the
phase trajectory goes through a point of the region 2 at time ¢ then the particle at time
t 4+ At is in the space region I'y. Since At is infinitesimal, the change of coordinate during
the time interval At is equal to ZAt. Therefore, the particle arrives from region I'; to
region I's only if the momentum of the particle at the point X is positive. The phase space
region €2 consists of the points with positive momentum p and with coordinates between
X — p/mAt and X. Then from Eq. (5.87) we have the probability of arrival time

1 (e’ X
I, (H)Af = — / dp / de pl, ps ). (5.88)
Ny Jo X—2At

Since At is infinitesimal and the momentum of every particle is finite, we can replace x in
Eq. (5.88) by X and obtain the equality
M5 X) = - [ 2 px,pit)d (5.89)
+\& - N+ 0 mp » P; p- .
The obtained arrival time distribution I, (¢, X) is well known and has appeared quite often
in the literature (see, e.g., the review [131] and references therein).
The probability current in classical mechanics is

s = [ T2 i), (5.90)

o0

From Egs. (5.89) and (5.90) it is clear that the time of arrival is related to the probability
current. This relation, however, is not straightforward. We can introduce the “positive
probability current”

Ry
Jutait) = [ L ptapitiap 5:91)
o m
and rewrite Eq. (5.89) as
1
I, (¢, X) = —J. (X;t). (5.92)
N,
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5.5 Weak measurement of arrival time

The proposed [133-135] various quantum versions of .J, even in the case of the free particle
can be negative (the so-called backflow effect). Therefore, the classical expression (5.92)
for the time of arrival becomes problematic in quantum mechanics.

Similarly, for arrival from the right we obtain the probability density

1
I (t, X) = N—J_(X;t)7 (5.93)
where the negative probability current is
Y A I P
e M

We see that our definition, given at the beginning of this section, leads to the proper
result in classical mechanics. The conditions (i) and (ii) does not involve the concept of
the trajectories. We can try to use this definition also in quantum mechanics.

5.5.2 Weak measurement of arrival time

The proposed definition of the arrival time probability distribution can be used in quantum
mechanics only if the determination of the region in which the particle is does not disturb
the motion of the particle. This can be achieved using the weak measurements of Aharonov,
Albert and Vaidman [94-99].

We use the weak measurement, described in Sec. 5.2. The detector interacts with the
particle only in region I';. As the operator A we take the the projection operator P,
projecting into region I'y. In analogy to Ref. [95], we define the “weak value” of the
probability of finding the particle in the region I'y ,

~

W(1) = () = Palo = P (5.95)
AT

In order to obtain the arrival time probability using the definition from Sec. 5.5.1, we
measure the momenta p, of each detector after the interaction with the particle. After
time At we perform the final, postselection measurement on the particles of our ensemble
and measure if the particle is found in region I's. Then we collect the outcomes p, only

for the particles found in region I's.
The projection operator projecting into the region I'; is P,. In the Heisenberg represen-

tation this operator is

Py(t) = U(t) RU(t), (5.96)

where U is the evolution operator of the free particle. Taking the operator B from Sec. 5.2
as Py(At) and using Eq. (5.95) we can introduce the weak value W (1]2) of probability to
find the particle in region I'; on condition that the particle after time At is in region I's.
The probability that the particle is in region I'; and after time At is in region I'y equals to

W(1,2) = W(2)W(1]2). (5.97)

When the measurement time 7 is sufficiently small, the influence of the Hamiltonian of the
particle can be neglected. Using Eq. (5.7) from Sec. 5.2 we obtain

W1,2) % S (B(ANP: + PA(AN) + + ((3,)(d) ~ Reldny) ([P B(AD]). (5.98)
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The probability W (1,2) is constructed using conditions (i) and (ii) from Sec. 5.5.1: the
weak measurement is performed to determine if the particle is in region I'y and after time
At the strong measurement determines if the particle is in region I's. Therefore, according
to Sec. 5.5.1, the quantity W (1,2) after normalization can be considered as the weak value
of the arrival time probability distribution.

Equation (5.98) consists of two terms and we can introduce two quantities

) 1
nw = 5 At(Png(At) + Py(At)Py) (5.99)
and .
N = ([P, Po(AD))). (5.100)
Then oA
W(1,2) = WAL = = ({pg)(q) — Re{gpy)) . (5.101)

If the commutator [Py, Py(At)] in Eqs. (5.99)-(5.101) is not zero, then, even in the limit
of the very weak measurement, the measured value depends on the particular detector.
This fact means that in such a case we cannot obtain a definite value for the arrival time
probability. Moreover, the coefficient ((p,)(¢) — Re(¢p,)) may be zero for a specific initial
state of the detector, e.g., for a Gaussian distribution of the coordinate ¢ and momentum
Pq-

The quantities W (1,2), II" and TI® are real. However, it is convenient to consider the
complex quantity

1 . -
o = 00 +i11® = A (D Pa(A). (5.102)
We call it the “complex arrival probability”. We can introduce the corresponding operator
~ 1 ~ =~
I, = — PP (Ab). 5.103
+ At 1 2( ) ( )
By analogy, the operator
~ 1 ~ =~
- = —PRPP (At 5.104
PP () (5.104)

corresponds to arrival from the right.
The introduced operator H+ has some properties of the classical positive probability
current. From the conditions P, + P, = 1 and Py(At) + Po(At) = 1 we have

. . 1
fl, — T = (P(At) = By).
In the limit At — 0 we obtain the probability current J = lima,_o(IT. —II_), as in classical
mechanics. However, the quantity (f[+) is complex and the real part can be negative, in
contrst to the classical quantity J,. The reason for this is the noncommutativity of the
operators P, and Py(At). When the imaginary part is small, the quantity (IT.) after
normalization can be considered as the approximate probability distribution of the arrival

time.
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5.5 Weak measurement of arrival time

5.5.3 Arrival time probability

The operator f[+ is obtained without specification of the Hamiltonian of the particle and
is suitable for free particles and for particles subjected to an external potential as well. In
this section we consider the arrival time of the free particle.

The calculation of the “weak arrival time distribution” W(1,2) involves the average
(fI+> Therefore, it is useful to have the matrix elements of the operator IT,. It should be
noted that the matrix elements of the operator f[+ as well as the operator itself are only
auxiliary and do not have independent meaning.

In the basis of momentum eigenstates |p), normalized according to the condition (p |ps2) =
21hd(py — p2), the matrix elements of the operator I, are

. 1 . .
(1|t |p2) = E<P1|P1U(At)TP2U(At)|P2>

1 X & i ~ i i p2
= A dxl/ dage™ 77171 (21 | U (AL)|2g)enP272~ 7 zm A, (5.105)
—00 X

After performing the integration we obtain

- ih i
(P11 [p2) = Ay — pp) P <i—i(p2 - p1)X)

Lo (p?—p3) _ 1At _ _ 1At
X (em erfc( RV — erfc | —pay/ 57 ) | (5.106)

where v/i = exp(in/4). When

1AL, At At
S L piyfe— > 1, poyf o > 1
th(pl p2) < y D1 2hm > ) D2 2hm > )

the matrix elements of the operator ﬂ+ are

2 D1+ P2 i
I1 ~ —(po—p1)X |. 5.107
(1T |p2) = = == exp (h(pz p1) ) (5.107)
This equation coincides with the expression for the matrix elements of the probability
current operator. R

From Eq. (5.106) we obtain the diagonal matrix elements of the operator 11, |

A p lAt h _iﬁAt
11 — f _ v 2m T 5.108
(plLlp) = 5 erfe ( Py 2hm> T (5.108)

The real part of the quantity (p|IL,|p) is shown in Fig. 5.11 and the imaginary part in
Fig. 5.12.
Using the asymptotic expressions for the function erfc we obtain from Eq. (5.108) that

. X p
lim (p|IL;|p) — —
m

p—too
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Figure 5.11: The real part of the quantity (p|IL.|p), according to Eq. (5.108). The corre-
sponding classical positive probability current is shown with the dashed line. The param-
eters used are h = 1, m = 1, and At = 1. In this system of units, the momentum p is
dimensionless.
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Figure 5.12: The imaginary part of the quantity (p|II|p). The parameters used are the
same as in Fig. 5.11
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Figure 5.13: The dependence of the quantity Re(p|II,|p) according to Eq. (5.108) on the
resolution time At. The corresponding classical positive probability current is shown with
the dashed line. The parameters used are h = 1, m = 1, and p = 1. In these units, the
time At is dimensionless.

and (p|f[+ lp) — 0, when p — —o0, i.e., the imaginary part tends to zero and the real
part approaches the corresponding classical value as the modulus of the momentum |p|
increases. Such behaviour is evident from Figs. 5.11 and 5.12 also.

The asymptotic expressions for function erfc are valid when the argument of the erfc is

large, i.e., [ply/5% > 1 or

h
At > B (5.109)
Here E is the kinetic energy of the particle.

The dependence of the quantity Re(p|IL,|p) from At is shown in Fig. 5.13. For small At
the quantity (p|f[+ p) is proportional to 1/v/At. Therefore, unlike in classical mechanics,
in quantum mechanics At cannot be zero. Equation (5.109) imposes the lower bound on
the resolution time At. It follows that our model does not permit determination of the
arrival time with resolution greater than h/FE). A relation similar to Eq. (5.109) based on
measurement models was obtained by Aharonov et al. [103]. The time-energy uncertainty
relations associated with the time of arrival distribution are also discussed in Refs. [129,136]

5.6 Summary

The generalization of the theoretical analysis of the time problem in quantum mechanics
and weak measurements are presented. The tunneling time problem is a part of this more
general problem. The problem of time is solved adapting the weak measurement theory
to the measurement of time. In this model expression (5.13) for the duration when the
arbitrary observable x has the certain value is obtained. This result is in agreement with
the known results for the dwell time in the tunneling time problem.
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5 Weak measurements and time problem in quantum mechanics

Further we consider the problem of the duration when the observable y has the certain
value with condition that the system is in the given final state. Our model of measurement
allows us to obtain the expression (5.15) of this duration as well. This expression has many
properties of the corresponding classical time. However, such a duration not always has
the reasonable meaning. It is possible to obtain the duration the quantity y has the certain
value on condition that the system is in a given final state only when the condition (5.19)
is fulfilled. In the opposite case, there is a dependence in the outcome of the measurements
on particular detector even in an ideal case and, therefore, it is impossible to obtain the
definite value of the duration. When the condition (5.19) is not fulfilled, we introduce
two quantities (5.16) and (5.17), characterizing the conditional time. These quantities
are useful in the case of tunneling and we suppose that they can be useful also for other
problems.

In order to investigate the tunneling time problem, we consider a procedure of time
measurement, proposed by Steinberg [104]. This procedure shows clearly the consequences
of noncommutativity of the operators and the possibility of determination of the asymptotic
time. Our model also reveals the Hartmann and Fletcher effect, i.e., for opaque barriers
the effective velocity is very large because the contribution of the barrier region to the time
is almost zero. We cannot determine whether this velocity can be larger than ¢ because
for this purpose one has to use a relativistic equation (e.g., the Dirac equation).

The definition of density of one sided arrivals is proposed. This definition is extended to
quantum mechanics, using the concept of weak measurements by Aharonov et al. [94-99].
The proposed procedure is suitable for free particles and for particles subjected to an
external potential, as well. It gives not only a mathematical expression for the arrival time
probability distribution but also a way of measuring the quantity obtained. However, this
procedure gives no unique expression for the arrival time probability distribution.

In analogy with the complex tunneling time, the complex arrival time “probability dis-
tribution” is introduced (Eq. (5.102)). It is shown that the proposed approach imposes an
inherent limitation, Eq. (5.109), on the resolution time of the arrival time determination.
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6 Summary of the results and
conclusions

1. A simple model of the measurement without taking into account the interaction of the
detector with the environment is considered. Using this model of the measurement
the general equation for the probability of the jump during the measurement is
derived. The behavior of the system under the repeated measurements depends on
the strength of the interaction with the measuring device and on the properties of
the system.

2. When the the strength of the interaction with the measuring device is sufficiently
large, the frequent measurements of the system slow down the evolution. However,
the evolution cannot be fully stopped.

3. Measurements can cause inhibition or acceleration of the evolution. The decay rate
may be increased by the measurements and the quantum anti-Zeno effect can be
obtained.

4. General expression for the jump probability during the measurement, first obtained
by Kofman and Kurizki [26], is derived. The main assumptions, used in the deriva-
tion, are the assumptions that the quantum measurement is non-demolition measure-
ment and the Markovian approximation for the quantum dynamics of the detector
is valid. We have shown that this expression is also suitable for the description of
the pulsed measurements, when there are intervals of the measurement-free evolution
between the successive measurements.

5. A model of the measurement in which the detector is modeled as a harmonic oscil-
lator, initially being at the thermal equilibrium, is investigated. The Lindblad-type
master equation for the detectors density matrix is solved analytically. An equa-
tion for the probability of the jump between measured system’s states during the
measurement is obtained. From the used model it follows that the increase of the
detector’s temperature leads to the enhancement of the quantum Zeno or quantum
anti-Zeno effects.

6. In another model the detector is a two level system interacting with the environment.
The influence of the environment is taken into account using quantum trajectory
method. The quantum trajectories produced by stochastic simulations show the
probabilistic behavior exhibiting the collapse of the wave-packet in the measured
system, although the quantum jumps were performed only in the detector. Both
quantum Zeno and anti-Zeno effects were demonstrated for the measured two level
system and for the decaying system. A good agreement of the numerical results
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with the analytical estimates of the decay rates of the measured system shows that
the particular model of the detector is not important, since the decay rates mostly
depend only on one parameter, i.e., the duration of the measurement.

Weak measurement theory by Aharonov et al. is used to investigate the measurement
of time in quantum mechanics. An expression for the duration when the arbitrary
observable x has the certain value is obtained. This result is in agreement with the
known results for the dwell time in the tunneling time problem. The expression for
the duration when the observable y has the certain value with condition that the
system is found in a given final state is introduced. This expression has many prop-
erties of the corresponding classical time. However, it is shown that this duration has
definite value only when commutativity condition (5.19) is fulfilled. In the opposite
case two characteristic durations can be introduced that can be combined into one
complex quantity.

Particular case of this duration is tunneling time. Weak measurement procedure
shows clearly the consequences of noncommutativity of the operators — we cannot
simultaneously have the information about the tunneling and location of the particle.
Our model also reveals the Hartmann and Fletcher effect, i.e., for opaque barriers
the contribution of the barrier region to the time is almost zero.

. The definition of density of one sided arrivals is proposed. This definition is extended

to quantum mechanics, using the concept of weak measurements. The proposed pro-
cedure is suitable for free particles and for particles subjected to an external poten-
tial, as well. However, this procedure gives no unique expression for the arrival time
probability distribution. In analogy with the complex tunneling time, the complex
arrival time “probability distribution” is introduced. It is shown that the proposed
approach imposes an inherent limitation on the resolution of the arrival time.
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